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Our Mission: Expanding the druggable genome 
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Exploring uncharted territory 
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Dynamic Undocking & 
the Quasi-Bound State 

New concepts for Hit ID	
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Thermodynamics: is that all?'
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Structural stability is essential 
•! Precise binding mode (~1  fluctuations) 
•! Underlying cause of structural stability? 
•! How can we assess this property? 
•! Could it be useful in virtual screening? 
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• Could it be useful in virtual screening? 



H-bonds: Determinants of Structural Stability?'
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H-bonds: Determinants of Structural Stability?	
•  H-bonds	interac*on	poten*als	have	deep	and	narrow	minima	
•  Water-shielded	H-bonds	present	steep	barriers	(i.e.	strong	

resistance	to	being	broken)	
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pair forms a dry network of hydrogen bonds in the deepest part of
the pocket, and water entrance through an access channel is
thought to be the first event of the dissociation process.11 This is
consistent with the fact that streptavidin mutants that increase
the water contents around the hydrogen-bond network not only
produce a significant loss of potency but also a large increase in
the on- and off-rates.12,13 Quite unexpectedly, we find that this
effect is also reproduced, at a smaller scale, on solvent exposed
areas of the protein surface. First, the water-shielding effect and
its relation with almost buried polar atoms are investigated on a
test system. Evidence that this phenomenon occurs in biological
systems is then sought using crystallographic data and molecular
dynamics simulations. Finally, the relevance of the principle for
drug design is investigated on Hsp90 inhibitors. Although asso-
ciation and dissociation of protein!ligand complexes involve
multiple steps, we demonstrate that, in this particular case,
formation of a water-shielded hydrogen bond at the periphery

of the binding site can affect the rate-limiting step, thus influen-
cing the binding kinetics.

’RESULTS AND DISCUSSION

Dissociation of Shielded Hydrogen Bonds Involves a
Transition State. In a recent effort to predict the druggability
of putative binding sites, we noticed that polar atoms in drug
binding sites are located in predominantly apolar environments
and tend to be poorly solvent exposed. Yet, they are available for
interactions.14 Given that burial of polar surface area involves a
substantial desolvation cost, a functional role for such almost
buried polar atoms (ABPAs) can be assumed. From a thermo-
dynamic perspective, protecting hydrogen bonds from water
results in a decreased dielectric constant and subsequent stabi-
lization of the electrostatic interaction.15 Recently, this effect has
been quantified in proteins, demonstrating that hydrogen bonds
can be up to 1.2 kcal/mol stronger in hydrophobic environ-
ments.16 Considering that electrostatic effects can be relatively
long range, we were curious to know whether ABPAs could also
be related to other fundamental aspects of binding not strictly
related to the energetics of the bound state. To that end, we
investigated how the level of exposure of a polar atom on the
receptor affects the interaction with a ligand along the association
pathway. In order to make the problem tractable and to disen-
tangle the effect of burial from the many other interactions that
occur in a real system, we designed a virtual binding site
composed of a hydrogen-bond acceptor (acetonitrile) sur-
rounded by methane molecules arranged as a half sphere.
Although not intended to replicate real biological systems,
similar model systems have proved useful to investigate funda-
mental molecular phenomena.17,18 In particular, we wanted to
understand if and how changes in the solvent accessible surface
area (SASA) of the polar atom and in the local curvature of the
receptor could affect the free energy profile of hydrogen-bond
formation. To that end, we generated a set of artificial systems
that cover a range of values for the parameters A0 (SASA
obtained with a probe of 1.4 Å radius) and ΔA (change of SASA
as the radius of the probe increases). Full details are provided as
Supporting Information. Each one of these systems was then
solvated with TIP3P water molecules, and multiple steered
molecular dynamics (SMD) simulations were used to study the
formation of a hydrogen bond between acetonitrile (receptor)
and an ammonia molecule (ligand). The corresponding free
energy profile was computed using the Jarzynski relationship19

and is shown in Figure 1a for an exposed donor on a flat surface
(black line) and an ABPA on a concave surface (red line). In both
cases the formation the hydrogen bond is unfavorable, reflecting
the characteristics of the system,20 but it should be noted that we
are not interested on the specific values but on the effect that the
local environment has on them. In accordance with the above-
mentioned dielectric effect, we see a slight tendency to lower the
free energy of the bound state as the acceptor group becomes
shielded from bulk solvent. However, a more noticeable effect is
the appearance of a free energy peak when the ligandmoves from
the second solvation shell to form a direct contact (Figure 1a). If
the polar atom of the receptor is solvent exposed, then exchange
of hydrogen-bonding partners occurs in a concerted-like manner
(water molecule leaves as ammonia approaches), and no transi-
tion state is involved (Figure 1b and black-framed picture in
Figure 1a). However, more crowded environments (small A0
and negative ΔA values) impose a steric impediment on the

Figure 1. (a) Free energy profile of association between a hydrogen-
bond donor (ammonia) and a model binding site containing a single
hydrogen-bond acceptor with varying degrees of solvent accessibility. At
low levels (A0 = 3.8 Å2; ΔA = !1.5; red line), a transition state appears
between the bound and unbound states, not present at higher solvent
accessibility levels (A0 = 13.7 Å

2;ΔA = 1.0; black line). The insets show
the respective configurations at the point in the reaction coordinate where
the transition state appears. (b) Schematic representation of the water!
ligand exchange process with a solvent-exposed polar atom. (c) Idem for an
almost buried polar atom. (d) Same as b, with a bulkier ligand.
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pair forms a dry network of hydrogen bonds in the deepest part of
the pocket, and water entrance through an access channel is
thought to be the first event of the dissociation process.11 This is
consistent with the fact that streptavidin mutants that increase
the water contents around the hydrogen-bond network not only
produce a significant loss of potency but also a large increase in
the on- and off-rates.12,13 Quite unexpectedly, we find that this
effect is also reproduced, at a smaller scale, on solvent exposed
areas of the protein surface. First, the water-shielding effect and
its relation with almost buried polar atoms are investigated on a
test system. Evidence that this phenomenon occurs in biological
systems is then sought using crystallographic data and molecular
dynamics simulations. Finally, the relevance of the principle for
drug design is investigated on Hsp90 inhibitors. Although asso-
ciation and dissociation of protein!ligand complexes involve
multiple steps, we demonstrate that, in this particular case,
formation of a water-shielded hydrogen bond at the periphery

of the binding site can affect the rate-limiting step, thus influen-
cing the binding kinetics.

’RESULTS AND DISCUSSION

Dissociation of Shielded Hydrogen Bonds Involves a
Transition State. In a recent effort to predict the druggability
of putative binding sites, we noticed that polar atoms in drug
binding sites are located in predominantly apolar environments
and tend to be poorly solvent exposed. Yet, they are available for
interactions.14 Given that burial of polar surface area involves a
substantial desolvation cost, a functional role for such almost
buried polar atoms (ABPAs) can be assumed. From a thermo-
dynamic perspective, protecting hydrogen bonds from water
results in a decreased dielectric constant and subsequent stabi-
lization of the electrostatic interaction.15 Recently, this effect has
been quantified in proteins, demonstrating that hydrogen bonds
can be up to 1.2 kcal/mol stronger in hydrophobic environ-
ments.16 Considering that electrostatic effects can be relatively
long range, we were curious to know whether ABPAs could also
be related to other fundamental aspects of binding not strictly
related to the energetics of the bound state. To that end, we
investigated how the level of exposure of a polar atom on the
receptor affects the interaction with a ligand along the association
pathway. In order to make the problem tractable and to disen-
tangle the effect of burial from the many other interactions that
occur in a real system, we designed a virtual binding site
composed of a hydrogen-bond acceptor (acetonitrile) sur-
rounded by methane molecules arranged as a half sphere.
Although not intended to replicate real biological systems,
similar model systems have proved useful to investigate funda-
mental molecular phenomena.17,18 In particular, we wanted to
understand if and how changes in the solvent accessible surface
area (SASA) of the polar atom and in the local curvature of the
receptor could affect the free energy profile of hydrogen-bond
formation. To that end, we generated a set of artificial systems
that cover a range of values for the parameters A0 (SASA
obtained with a probe of 1.4 Å radius) and ΔA (change of SASA
as the radius of the probe increases). Full details are provided as
Supporting Information. Each one of these systems was then
solvated with TIP3P water molecules, and multiple steered
molecular dynamics (SMD) simulations were used to study the
formation of a hydrogen bond between acetonitrile (receptor)
and an ammonia molecule (ligand). The corresponding free
energy profile was computed using the Jarzynski relationship19

and is shown in Figure 1a for an exposed donor on a flat surface
(black line) and an ABPA on a concave surface (red line). In both
cases the formation the hydrogen bond is unfavorable, reflecting
the characteristics of the system,20 but it should be noted that we
are not interested on the specific values but on the effect that the
local environment has on them. In accordance with the above-
mentioned dielectric effect, we see a slight tendency to lower the
free energy of the bound state as the acceptor group becomes
shielded from bulk solvent. However, a more noticeable effect is
the appearance of a free energy peak when the ligandmoves from
the second solvation shell to form a direct contact (Figure 1a). If
the polar atom of the receptor is solvent exposed, then exchange
of hydrogen-bonding partners occurs in a concerted-like manner
(water molecule leaves as ammonia approaches), and no transi-
tion state is involved (Figure 1b and black-framed picture in
Figure 1a). However, more crowded environments (small A0
and negative ΔA values) impose a steric impediment on the

Figure 1. (a) Free energy profile of association between a hydrogen-
bond donor (ammonia) and a model binding site containing a single
hydrogen-bond acceptor with varying degrees of solvent accessibility. At
low levels (A0 = 3.8 Å2; ΔA = !1.5; red line), a transition state appears
between the bound and unbound states, not present at higher solvent
accessibility levels (A0 = 13.7 Å

2;ΔA = 1.0; black line). The insets show
the respective configurations at the point in the reaction coordinate where
the transition state appears. (b) Schematic representation of the water!
ligand exchange process with a solvent-exposed polar atom. (c) Idem for an
almost buried polar atom. (d) Same as b, with a bulkier ligand.

Shielded	Hydrogen	Bonds	as	Structural	Determinants	of	Binding	Kine*cs.	Applica*on	in	Drug	Design.	
Schmidtke	P,	Luque	FJ,	Murray	JB,	Barril	X.	
Journal	of	the	American	Chemical	Society,	2011;	133(46):18903-18910	
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H-bonds: Determinants of Structural Stability?	
•  H-bonds	interac*on	poten*als	have	deep	and	narrow	minima	
•  Water-shielded	H-bonds	present	steep	barriers	(i.e.	strong	

resistance	to	being	broken)	
•  Most	proteins	contain	an	essen*al	H-bond,	fulfilled	by	all	

ligands	(e.g.	kinases,	proteases,	nuclear	receptors…)	
•  Even	the	smallest	ligands	(i.e.	fragments)	form	at	least	one	H-

bond	Ferenczy	&	Keserű.	Thermodynamics	of	fragment	binding.	J.	Chem.	Inf.	Model.	52,	1039–45	(2012).		



Assessing Structural Stability: 
The Quasi-Bound State'
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How we do it in practice?'

• Different number of dynamic undocking runs
were tested (2, 8 or 22). As shown in the picture
for CDK2, increasing the number of runs
improved the results. However, the difference
between 8 and 22 runs is really small.

Workflow & Details

On one hand, SMD has already been used to
differentiate between true binders and inactive
binders. Colizzi and colleagues [4] pulled out inhibitors
from the protein binding pocket and observed that the
different energy profiles obtained allowed them to
identify active compounds.
On the other hand, we studied in the past the effect of
the local environment and water molecules on
shielded hydrogen bonds as structural determinants in
binding kinetics, where an early unbinding event can
influence the whole dissociation process [5].
Combining this two ideas, we decided to study if the
potency of a ligand could be related to the breaking of
a key hydrogen bond. Thus, we use model receptors
that comprise the residues around the key interaction
and pull the two atoms involved in the hydrogen bond
from 2.5 to 5 A ("dynamic undocking"), the work
involved in this breaking will then used to calculate
the free energy of the "quasi-bound" state [6].
The main benefits of this approach are the reduction of
computational time (small chunks are 10 times smaller

than full proteins) and the simplification of the
reaction coordinate.
However, as we are focusing in a particular interaction
instead of a full dissociation, there must be a key
anchoring point that explains most of the activity.

Abstract
It is known that the productivity of the pharmaceutical industry is decreasing
year after year, as the investments are growing and the number of new chemical
entities remains constant [1,2]. Hence, alternative methods that improve and
increase the effectiveness of rational drug design are needed.
We present a novel approach combining molecular dynamics (MD) and steered
molecular dynamics (SMD) simulations with free energy (FE) methods. To
overcome main limitations of such low throughput methods our approach is
focused on the breaking of a key interaction point and a reduction of the system
size, which simplifies the choice of the reaction coordinate and speeds up the
calculations.
As the main point is the usage of a reduced portion of the system instead of the
whole protein, it is not possible to recover the full dissociation profile. However,
most of the work needed to break a complex is used in the initial stages where
native hydrogen bonds are broken. We show that the named "quasi-bound" state,
defined as the conformation of a ligand that has just broken the key interactions
and obtained by our "dynamic undocking" approach, is good to identify those
ligands with higher resistance to dissociate.
A validation of the method has been carried out with cyclin-dependent kinase 2
(CDK2) which, in combination with docking [3], yielded very good enrichment
factors.

Dynamic undocking of protein chunks: applications for
drug discovery
Sergio Ruiz-Carmona1,2,*, Peter Schmidtke4, Xavier Barril1,2,3
1Physical Chemistry Dept., Pharmacy Faculty, University of Barcelona. Av. Joan XXIII s/n, 08028 Barcelona, Spain
2Biomedicine Institute of the University of Barcelona (IBUB), Barcelona, Spain
3Catalan Institution for Research and Advanced Studies (ICREA), Barcelona, Spain
4Discngine, Paris, France

*E-mail: sruizcarmona@gmail.com

Conclusions
• SMD had been proposed as a tool for ligand screening, but was impractical

due to computational cost and difficulty in defining the RC.
• Approximations introduced: initial step of dissociation explains most of

the activity, small part of the system is sufficient, which increases
efficiency and simplifies choice of RC.

• Potential to become the first automatic VS method based on Free Energy
calculations as results are robust to the choice of parameters (system size,
pulling velocity, spring constant).

• In a retrospective validation with kinase CDK2 and in combination with
molecular docking, we obtained very good enrichment factors.

• Prospective application in system HSP90: novel ligands were identified and
SPR, NMR and X-ray confirmed positive results.
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• All input ligands are prepared
with Schrödinger tool ligprep.
• rDock is the docking tool and
has been guided using restraints,
forcing all ligands to fulfill the
defined key interaction point.
• For each ligand, the resulting
binding modes with best score
will act as input for next stages.

• A set of active fragments was exported from PDB structures and a set of decoys was
generated using the DUDe decoy generator.
• rDock was used to generate all the starting binding modes, forcing all ligands to fulfill the
defined key hydrogen bond with the hinge region of CDK2.
• About 1100 molecules were run with Amber for 10 ns of free MD simulation and 12
replicas of steered MD simulations.

Application: CDK2

• Active ligands are shown in red
and decoys in black or gray (for
best 25% docking poses).
The enrichment of each sector is
also shown, highlighting the
sector with the best enrichment
factor.
• The lines correspond to the
density functions and are coloured
according to the set of the main
plot they represent.

• MD simulations: 1000 steps of minimization followed
by 1 ns of equilibration and steps of 1 ns of MD
simulations
• SMD simulations: starting from each ns of MD, 2
SMD are run at 300K and 325K, respectively. The
spring constant, pulling velocity, displacement and
reaction coordinate have already been defined in MOE
setup stage.
• In all MD and SMD runs, the chunk is restrained with
a force of 1 kcal/mol·A2 to avoid denaturation.
• The GPU time required for each ligand and stage is
20 min for minimisation and equilibration, 15 min for
each ns of MD simulation and 10 min for each SMD
run.

• The system is reduced to get a
protein chunk around a key
interaction point. All residues at a
distance threshold of 6A are kept
and a manual inspection adds any
important residues in the cavity
further than this threshold.
• The size of the protein chunk is 10
times smaller than the full protein.

• The protein chunk is prepared with MOE.
The atom which acts as the key anchoring
point is selected and the reaction
coordinate is defined.
• MOE svl scripts automate the process:
MD and SMD parameters can be changed
in this stage: MD queueing template, SMD
length (500 ps), SMD displacement (2.5 A)
or SMD spring constant (50 kcal/mol·A2).
• Input ligands are stored in a MOE
database and they are automatically
parameterized using forcefield PFROSST
with tleap.

• Jarzynski's equality is
used to calculate free
energy differences in a
non-equilibrium process
between two different
equilibrium states.
• Due to our
approximation, we
calculate the minimum
value of each replica
maximum value, instead of
averaging all the replicas
(orange line in plot).

Settings
Sampling

• As the number of runs increased, the dissociation energy
profiles increased their standard deviation, finding more
favourable dissociation pathways.
• Concept of minimum of the maximum values of all
replicas.

• The predicted DG for the CDK2 decoys decreased as the number
of runs increased, whereas for the active the change was smaller.

Pulling velocity

Background

• Average predicted DG in kcal/mol for each set and number of runs.

• We also tested if softening the pulling velocity in SMD
simulations improved the results: the correlation was
almost 1 between 5 A/ns and 1.25 A/ns.



Docking and DUck are complementary'

Dynamic Undocking 
 

A single interaction 
 

Out of equilibrium 

Docking 
 

All interactions 
 

Equilibrium 



Dock, then Undock!'
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Prospective Application to Virtual 
Fragment Screening – Hsp90'
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Computational performance'
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Tackling New Sites with Confidence '
DISCOVERY OF DRUGGABLE SITES 
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Conclusions'
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