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Simulations in Life Sciences

Predicting the structure of SARS-CoV-2 S protein

Turonˇová, B. et al. In situ structural analysis of SARS-CoV-2 spike reveals flexibility mediated by three hinges. Science 370, 203–208 (2020)
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Marco De Vivo, Matteo Masetti, Giovanni Bottegoni, and Andrea Cavalli Journal of Medicinal Chemistry 2016 59 (9), 4035-4061

Simulations in Life Sciences

Molecular dynamics guiding drug discovery
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Ghaffarizadeh A, Heiland R, Friedman SH, Mumenthaler SM, Macklin P. PhysiCell: An open source physics-based cell simulator for 3-D 
multicellular systems. PLoS Comput Biol. 2018

Simulations in Life Sciences

Cell-level simulations as a virtual microscope
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http://www.youtube.com/watch?v=nJ2urSm4ilU


Simulations in Life Sciences

From cells to tissues and organs

From Chabiniok R et al. Interface Focus. 2016
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Towards a big data landscape

More and more data

Navarro FCP et al. Genome Biol. 2019
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Integration of multiple omics

Howard H.F. Tang, et al.European Respiratory Journal 2020 Navarro, F.C.P., Mohsen, H., Yan, C. et al. Genomics and data science: an 
application within an umbrella. Genome Biol 20, 109 (2019)
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From Bulk to Single-cell sequencing

Durante MA et al. Single-cell analysis reveals new evolutionary complexity in 
uveal melanoma. Nat Commun. 2020

Adapted from Lisa Maria Steinheuer et al. Bioarxiv 2021
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From Bulk to Single-cell sequencing
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From Bulk to Single-cell sequencing

Jovic D et al. Single-cell RNA sequencing technologies and applications: A brief overview. Clin Transl Med. 2022 Mar;12(3):e694
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From laptops to HPC centres

Designing appropriate user interfaces

HPC 
facility

User interface
(profile-based)
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From laptops to HPC centres

Towards an ecosystem of tools adapted to HPC environments

Cell level simulations Molecular Pathways

HPC
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From laptops to HPC centres

Roadmap to scalability
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From laptops to HPC centres

Boolean model
Single-cell processing

Patient ID_1
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Personalised 
model
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Relevant proteins
(for KOs)

Best gene 
candidates

Solving real-life use cases
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Building block and workflows

Leveraging HPC resources while improving reproducibility

COVID19
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Artificial intelligence in Life Sciences
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Artificial intelligence in Life Sciences

Using Deep Learning to simulate scRNA-seq

Arsham Ghahramani et al. Generative adversarial networks simulate gene expression and predict perturbations in single cells. bioRxiv 262501
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Personalised Medicine and Digital Twins

Towards patient-specific treatments

Björnsson, B., Borrebaeck, C., Elander, N. et al. Digital twins to personalize medicine. Genome Med 12, 4 (2020).
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Databases where to find information
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To infer mechanisms from omics data we need networks and models
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The four views of systems biology

 

    

 

The four views of systems biology

 

    

 

The four views of systems biology

Interaction networks Activity flows

Entity relationshipsProcess descriptions

Adapted from N. Le Novère

PPI networks

Metabolic networks, reaction networks Molecular interactions, reaction networks

Statistical modelling

Logical modelling

Rule-based 
modelling

Process modelling 
(FBA, ODEs, etc.)

Le Novere (2015), Nat Rev Genet 16(3):146-58.

Signalling pathways, 
gene regulatory 

networks

Data leads to Structure … and Structure leads to Modelling

Different biological knowledge ↔

different types of networks ↔
different types of modelling
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Ratio of model predictability

Data Size

~60 PB

~5 PB

Molecular
Biology

Astronomy

Climate Models

High Energy Physics

Modern Biology means Big Data 

Slide from Ewan Birney, 
EBI

Molecular
Biology…  in 

10 years
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Agent-based modelling

Agent-based models are composed of: 

• numerous agents;

• decision-making heuristics; 

• an interaction topology; and 

• a description of the environment.

• Examples: 
• Ecology

• Environmental Science

• Artificial Intelligence 

• Tissue Biology

Hoehme et al, PNAS, 2010

Ch'ng. IGI Global: Hershey, PA, 2009

Situngkir, arXiv, 2004

Osborne et al, PLOS Comp Bio, 2017
Metzcar et al, JCO Clinical Cancer Informatics,  2019



Agent-based is a flexible, multiscale modelling framework

Ghaffarizadeh et al, PLOS Comp Biol., 2018

Ponce-de-Leon et al. (2022) bioRxiv, 
2022.01.06.468363.

● 2D-Monolayers
○ petri-dish
○ epitelia
○ bio-film

● 3D-Shapes
○ spheroid
○ ductal
○ more complex shapes

Domain = Voxels’ grid
● Cell Volume

○ nucleus
○ cytoplasm

● Position (x, y, z)
○ Neighborhood
○ Environment

● Cell internal state
○ Cell cycle phase (G0, M, etc)
○ Growth rate
○ Custom phenotype

Cell agent properties

PhysiCell, PhysiBoSS
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Time scales

- Δtdiff: (diffusion/transport): 0.01 min

- Δtmech: (cell movement): 0.1 min

- Δtcell: (cell processes): 6 min

- Δtsignalling: (Boolean simulation): 10 min

Multiscale because we consider different time scales
Simulation’s main loop
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Environment can be dynamic and reactive

[Drug](t)

Diffusion equation

System of PDEs for each molecule:

● Diffusion term

● Decay

● Uptake/Production

Gradient of chemical factors (O2)

Voxel

PhysiCell

Surrounding physical environment

Surrogate for extra-cellular matrix

● Field with densities that can be 

produced & consumed

● Inert agents that can be moved
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Δtdiff

Δtmech

Mechanical equation



Different cell signaling states

Cells have different phenotypes depending on their genes’ activation

Time scales

- Δtdiff / Δtmech/ Δtcell

- Δtsignalling
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PhysiBoSS allows for finding optimal drug regimes

~48 h simulation time, 30 min wall time
~2500 cells

Proliferation Apoptosis Necrosis

Letort et al. (2018), Bioinformatics, bty766

Ponce-de-Leon et al. (2022) bioRxiv, 
2022.01.06.468363

Ponce-de-Leon et al. (2022) Frontiers in 
Molecular Biosciences, 9

Figure from Miguel 
Ponce-de-Leon, BSC
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PhysiBoSS allows for personalised drug studies

Personalisation of intracellular models Different combinations of drugs

Drug 1 Drug 2

Béal et al. (2019) Frontiers 
in Physiology, 9:1965 Montagud et al. (2022) eLife 2022;11:e72626 31



PhysiCell scalability analysis stagnates at ~8 cores
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Optimisation in MN4 : Improving PhysiCell’s scalability –memory allocation problem

4 threads

8 threads

16 threads

24 threads

48 threads

2 threads

PhysiCell vanilla malloc library PhysiCell using jemalloc library

MareNostrum 4

Slide from Marc Clascà, 
Marta Garcia-Gasulla, BSC
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Benchmarking in MN4: Changing the library improves PhysiCell's scalability

Strong scaling 
speedup with 
2 processes as 

baseline

PhysiCell vanilla malloc library PhysiCell using jemalloc library

6x faster!

MareNostrum 4

Slide from Marc 
Clascà, Marta 

Garcia-Gasulla, 
BSC
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PhysiCell using jemalloc library in MN4

Benchmarking in MN4 vs Kupeng
PhysiCell using jemalloc library in Kupeng

Work from 
José 

Estragués, BSC
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Strong scaling 
speedup with 
2 processes as 

baseline

Strong scaling 
speedup with 
4 processes as 

baseline



PhysiCell-X: extending PhysiCell with MPI

36

Saxena, G. et al. (2021) BioFVM-X: An MPI+OpenMP 3-D Simulator for Biological Systems., Computational Methods
in Systems Biology, Lecture Notes in Computer Science. Springer International Publishing, Cham, pp. 266–279.

• Re-factored the diffusion solver
• Lower scale of multiscale

• Allows to simulate bigger setups
• Needed to reach huge, complex 

simulations

• Still efficient vs serial in smaller setups

Domain: 7680x7680x7680
≈ 0.5 billion voxels, 1 substrate

OpenMP 
Hybrid
(n=4) 

Hybrid 
(n=8)

Build Microenvironment x 141.98 s 67.81 s

Gaussian profile x 0.92 s 0.45 s

File I/O x 7.30 s 7.40 s

Agent Generation x 0.11 s 0.0023 s

Source/Sink Diffusion Solver x 1109.69 s 1210.41 s



Limitations:
• MPI domain decomposition is 1D
• Diffusion solver in BioFVM-X is serial 

on the X-axis
• Working on a Parallel Modified 

(hybrid) Thomas solver

Towards a flexible exascale multiscale framework using PhysiCell-X

MPI
send

MPI 
unpack

Testing the performance of PhysiCell-X
• Overhead of MPI messaging 
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• Combine CPU / GPU 
• Lower loops in GPU

• Tools already published:
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Further work: study how to migrate to hybrid architectures 

Time scales

- Δtdiff: (diffusion/transport): 0.01 min

- Δtmech: (cell movement): 0.1 min

- Δtcell: (cell processes): 6 min

- Δtsignalling: (Boolean simulation): 10 min

PhysiCell-OpenACC

FLAME-GPU

Stack et al. (2021) arXiv:2110.13368 [cs]
Richmond et al. (2010) Briefings 
in Bioinformatics, 11, 334–347

Simulation’s main loop



• We would like to scale-up simulations
• Currently running jobs of 104 cells
• Looking forward to 109 cells

• Obstacles and potential solutions:
• Memory-limited multiscale tools

• MPI implementation

• We would like to simulate many more 
patients at once
• Big datasets for each patient: 

• Storage & security problems

• Obstacles and potential solutions:
• Different tools and codes

• Use of pipelines and orchestrators

• Homogeneous 3Dal set-up
• Use of clinical images as initial set-ups

• Parameter fitting evaluation
• Model exploration techniques
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Further work: prepare set-up to many patients and many replicates



• PerMedCoE’s initiatives open to the 
Computational Biology community:
• Scaling-up success cases 
• Observatory of tools
• Benchmark of similar tools
• Repository of building blocks and 

workflows

• Obstacles and potential solutions:
• Long-term maintenance costs

• National funds? EU?

• Further outreach to the community:
• Extensive use of pipelines and 

orchestrators
• Offer alternatives to cloud computing
• Offer training of Life scientists in HPC

• Simulation tools
• HPC performance tools
• Offer testbeds for users’ tools
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Further work: prepare infrastructure that fills the community needs



Follow us in social media:

The PerMedCoE project has received 
funding from the European Union’s Horizon 
2020 research and innovation programme 
under the grant agreement Nº951773

www.permedcoe.eu

www.linkedin.com/company/permedcoe
@permedcoe
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