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EDITORIAL COMMENT 
 

We are proud to present the Book of Abstracts for the 11th International BSC Severo Ochoa Doctoral 

Symposium. 

With the recent inauguration of the MareNostrum5 supercomputer in December 2023, the BSC and 

European HPC communities are now able to make use of the 8th most powerful supercomputer in the 

world and the 6th greenest. For more than fifteen years, the Barcelona Supercomputing Center has 

been receiving undergraduate, master and PhD students, and providing them training and skills to 

develop a successful career. Many of those students are now researchers and experts at BSC and in 

other international research institutions. 

In fact, the number of students has never decreased. On the contrary, their number and research areas 

have grown and we noticed that these highly qualified students, especially the PhD candidates, needed 

a forum to present their findings and fruitfully exchange ideas. As a result, in 2014, the first BSC 

Doctoral Symposium was born. 

In this 11th edition of the International BSC Severo Ochoa Doctoral Symposium we are offering a 

keynote talk titled “New Horizons for HPC Applied to Social Sciences and Humanities " by Mercè Crosas 

Navarro. 

The talks will be held in six different sessions and have been distributed from an interdisciplinary 

approach. They will tackle the topics of: 

• Human Health 

• Applications of Computational Methods 

• Simulations and Modelling 

• Genomics 

• Earth Sciences & Transcriptomics 

• Computer Architecture and Performance. 

The posters will be exhibited and presented during four poster sessions that will give the authors the 

opportunity to explain their research and results. 

This Book of Abstracts is the result of their contributions. 

  



WELCOME ADDRESS 

 

I am delighted to welcome all the students, researchers, advisors and experts to the 11th International 

BSC Severo Ochoa Doctoral Symposium. 

Once again, in this 11th edition of the International BSC Severo Ochoa Doctoral Symposium, the goal 

of the occasion is to provide a framework to share research results of the projects developed by PhD 

theses that use High Performance Computing in some way. The Symposium was conceived in the 

framework of the Severo Ochoa Programme at BSC, following the project aims regarding talent 

development and knowledge sharing, and provides a forum for early career researchers to 

communicate their findings. 

Consequently, I appreciate the support provided by BSC and the Severo Ochoa Center of Excellence 

Programme that make this event possible. 

I am very grateful to the BSC directors for supporting the Symposium, and to group leaders and 

advisors for encouraging the participation of students in the event. Moreover, I wish to especially thank 

the keynote speaker Mercè Crosas for her willingness to share her knowledge and expertise with us. 

I would also like to thank all early career researchers for their papers and presentations. I wish you all 

the best for your career and I hope you enjoy this great opportunity to meet other colleagues and 

share your experiences. 

Last but not least, I wish to thank the Education and Training Team who put great effort and enthusiasm 

into planning the event. 

Dr. María-Ribera Sancho 

Education & Training Group Leader 

Barcelona Supercomputing Center 

  



KEYNOTE SPEAKER 

Mercè Crosas Navarro 

Head of Computational Social Sciences Programme 

Barcelona Supercomputing Center 

 

New Horizons for HPC Applied to Social Sciences and Humanities 

The social sciences are more needed than ever to understand and address today’s world’s challenges. 

The vast amounts of data about human behaviors and interactions, and the second-to-second digital 

trace we leave behind, together with the advances of applied computational methods and compute 

resources, have given rise to the emergence of the new field of computational social sciences. 

Democratic quality and media consumption, changing demographics and living arrangements, social 

and ecological values in the digital world, social innovation to improve social mobility, understand what 

works in education and in science, and what doesn´t, explore the volumes and volumes of medieval 

text and document our cultural heritage, are social science and humanities problems that we are 

aiming to shed light at the new Computational Social Science program at the Barcelona 

Supercomputing Center, with the use of a wide variety of data, from text, images, and massive 

statistical datasets, a wide variety of methods including NLP/LLMs for text analysis, Social Network 

Analysis, Agent Based Models for social simulations, multilevel statistical models, among other 

computational-intensive methods. This talk will introduce these initial projects, and describe the 

vision, goals, and structure of the Computational Social Science program, as well as the importance of 

responsible access and use of FAIR data and of conducting this computational research with open 

science in mind. 

 

Mercè Crosas is a scientist and technologist at the Barcelona Supercomputing Center (BSC) focused on 

computational and data science, data sharing, and open and FAIR data (Findable, Accessible, 

Interoperable, Reusable). Since the beginning of 2023, she has been the Head of the Computational 

Social Sciences Program at the BSC, a new program that aims to facilitate the use of data and 

computing in the social sciences and humanities and advance new computational research in these 

domains. Crosas is also the President of CODATA, the Committee on Data of the International Science 

Council, and is an affiliate of the Institute for Quantitative Social Science at Harvard University. 

Crosas has spent most of her professional life at Harvard University, first as an astrophysicist and a 

scientific software engineer, and recently as the Chief Data Science and Technology Officer at the 

Institute for Quantitative Social Sciences and the University Research Data Management Officer. Prior 

to her current position, from 2021 to 2022, Crosas was Secretary of Open Government at the 

Generalitat de Catalunya (Government of Catalonia), where she was responsible for open data, 

transparency, and citizen participation in democracy. She holds a doctorate in Astrophysics from Rice 

University, a degree in Physics from the University of Barcelona, and was a pre-doctoral and post-

doctoral fellow at Harvard University. 

  



AGENDA 

 

7 May 2024 

08:30-09:00 Registration 

09:00-09:20 Welcome Address 

09:20-10:20 Keynote Presentation 

10:20-10:40 Meet Attendees and Group Photo 

10:40-11:40 POSTER SESSION I (with light refreshments) 

11:40-12:40 TALK SESSION I - Human Health 

12:40-13:40 Lunch 

13:40-15:00 TALK SESSION II - Applications of Computational Methods 

15:00-16:00 POSTER SESSION II (with tea & coffee) 

16:00-17:00 TALK SESSION III - Simulations and Modelling 

17:00  End Day 1 

 

8 May 2024 

08:50-09:10 Registration 

09:10-10:50 TALK SESSION IV - Genomics 

10:50-11:50 POSTER SESSION III (with light refreshments) 

11:50-13:10 TALK SESSION V - Earth Science and Transcriptomics 

13:10-14:10 Lunch 

14:10-15:10 POSTER SESSION IV 

15:10-16:30 TALK SESSION VI - Computer Architecture and Performance 

16:30-17:30 Closing Session and Awards 

17:30  Cool Off on the BSC terrace (with light refreshments) 

 

 

DAY 1 Presenters and Titles 

 

7 May, 10:40-11:40, POSTER SESSION I 

● Zahra Noori - Adjusting UV-Vis Spectrum of Alizarin by Insertion of Auxochromes 

● Fatemeh Baghdadi - Computational Methods for the Integration of Multimodal 

Cardiovascular Data 

● Giacomo Mutti - Detecting non-vertical inheritance across eukaryotes 

● Sergi Palomas - Evaluating computational performance metrics in Climate modelling: 

Insights from CMIP6 

● Maria Sopena Rios - Single-cell atlas of the aging immune system 

● Marc Solé i Bonet - The METASAT Hardware Platform v1.1: Identifying the 

Challenges for its RISC-V CPU and GPU Update 

 

7 May, 11:40-12:40, TALK SESSION I - Human Health 

● Guillermo Prol Castelo - A Benchmark of Synthetic Transcriptomic Cancer Data 

Reconstruction 

● Sara Peregrina Cabredo - Implications of the human oral microbiome in Alzheimer’s 

disease prognosis 

● Alejandro Navarro Martínez - Evaluating the Impact of Recurrent Mobility in Air 

Pollution Exposure in Catalonia 

 



DAY 1 continued 

 

7 May, 13:40-15:00, TALK SESSION II - Applications of Computational Methods 

● Miriam Poley Gil - Exploring the biophysical boundaries of protein families with deep 

learning methods 

● Roc Farriol-Duran - Design of a surface-accessible epitope panel using Brewpitopes 

to empower early lung cancer detection 

● Lidia Neves - Big data and diversity: the specificities of analyzing discourses about 

refugees in Brazil 

● Varbina Ivanova - Multiple-Copies Association Studies for Computational Binding 

Mode Elucidation of Fbw7 E3 Ligase Fragment Hits 

 

7 May, 15:00-16:00, POSTER SESSION II 

● Jeremy Jens Giesen León - ASCOM: Affordable Sequence-aware COntention 

Modeling in Crossbar-based MPSoCs 

● Ivan Vargas Valdivieso - Design and Analysis of a Processing-in-Memory Sort 

Algorithm using UPMEM 

● Júlia Vilalta Mor - Generative Strategies for Multi-target Drug Design: Generating 

Mpro Pan-inhibitors 

● Louis Ledoux - LLMMMM: Large Language Models Matrix-Matrix Multiplications 

Characterization on Open Silicon 

● Iria Pose Lagoa - Machine Learning Approaches for the Characterization of COPD 

● Hernán Domingo Ramos - MAXWEL: Simulation of EM wave propagation in plasma 

using FEM 

 

7 May, 16:00-17:00, TALK SESSION III - Simulations and Modelling 

● Patricia Blanco Gabella - Development of Novel Non-Peptidic VHL Binders Using a 

Fragment-Based Approach 

● Miguel Luengo - Designing a new generation of industrial proteases 

● Fernando Vázquez - Methodologies for the Design and Development of Digital Twins 

 

 

 

 

DAY 2 

 

8 May, 09:10-10:50, TALK SESSION IV - Genomics 

● Alejandro Alonso Marín - BIMSA: Accelerating Long Sequence Alignment Using 

Processing-In-Memory 

● Winona Oliveros - Inter-individual and Inter-tissue variation of DNA methylation 

● Saioa Manzano-Morales - Reconstructing prokaryotic metabolic contributions to the 

Last Eukaryotic Common Ancestor 

● Moisès Bernabeu - Horizontal gene transfer help in the process of organellogenesis 

 

 

 

 

 



DAY 2 continued 

 

8 May, 10:50-11:50, POSTER SESSION III 

● Júlia Orteu Aubach - A Framework and Methodology for Performance Prediction of 

HPC Workloads 

● Carlos Rojas - Agile and accurate microarchitecture modeling using Python and 

Salabim 

● Laura Ventura San Pedro - Deep-learning-enhanced transcriptomic and 

histopathology analysis of the role of aging in female tissues 

● Ignasi Puch Giner - Drug Repurposing for Mammalian Heart Regeneration: The 

Inhibition Mechanism of Neomycin and Paromomycin on Meis1-Hoxb13-DNA Trimer 

● Álvaro Redondo del Río - Hybridisation in Emerging Fungal Pathogens 

● Pol Garcia Recasens - Towards Pareto Optimal Throughput in Small Language 

Model Serving 

 

8 May, 11:50-13:10, TALK SESSION V - Earth Science and Transcriptomics 

● Alba Santos Espeso - Cooling Effect of Aerosols on Past Arctic Climate (1950-2014) 

● Pep Cos - Atmospheric circulation leading to subtropical air intrussions in the 

Western Mediterranean 

● Rubén Chazarra Gil - Alternative Splicing variability between human populations at 

single-cell resolution 

● Pau Clavell Revelles - A pipeline to preprocess long reads Oxford Nanopore 

sequencing data to reveal the transcriptomic diversity of human populations 

 

8 May, 14:10-15:10, POSTER SESSION IV 

● Victor Xirau Guardans - Active Compute Memory: Enhancing Memory and 

Processing in Near-Memory Architectures for Vector Classification 

● Xavier Benedicto Molina - Analysing Metabolic Changes in a Gastric 

Adenocarcinoma Cell Line under Different Drug Treatments 

● Lluís Frontera Perelló - Disentangling inter-individual transcriptome variability at 

single-cell and pseudobulk resolution 

● Marko Ludaic - Emergence of Energetic Constraints over the Evolution of Protein 

Families 

● Pau Manyer Fuertes - EQUILI module in ALYA: a free-boundary Grad-Shafranov 

equation solver using CutFEM 

● Othmane Hayoun - An AGS cell line digital twin for studying novel treatment 

strategies 

 

8 May, 15:10-16:30, TALK SESSION VI - Computer Architecture and Performance 

● Alejandro Cano Cos - Buffer architecture for Dragonfly topologies 

● Josep Pocurull Serra - Performance analysis of an OpenFOAM HPC Grand 

Challenge using BSC performance tools 

● Sergi Laut Turon - Architecture-aware Patterns for the Factorized Sparse 

Approximate Inverse Preconditioner 

● Elias Perdomo - HBM performance on FPGAs 

 

 

 





BIMSA: Accelerating Long Sequence Alignment
Using Processing-In-Memory

Alejandro Alonso-Marı́n∗, Ivan Fernandez∗ Santiago Marco-Sola∗
∗Barcelona Supercomputing Center, Barcelona, Spain

E-mail: {alejandro.alonso1, ivan.fernandez, santiago.marco}@bsc.es

Keywords—Sequence Alignment, Wavefront Alignment Algo-
rithm (WFA), Performance Analysis, Memory Bound, Hardware
Acceleration, Processing-In-Memory (PIM)

I. EXTENDED ABSTRACT

The alignment of DNA, RNA, and protein sequences is
fundamental for understanding multiple biological processes,
including identifying genetic variations that can lead to dis-
eases and health conditions. Recent advances in sequencing
technologies have allowed the production of larger and more
accurate sequences, reaching up to reads of 100K bases in
some experiments.

Sequence alignment algorithms based on Dynamic Pro-
gramming (DP), such as Needleman-Wunsch [1] and Smith-
Waterman [2], [3], are widely used and effective for aligning
relatively short sequences. However, this approach presents
performance challenges when dealing with ultra-long se-
quences and large-scale datasets. In particular, DP algorithms
present a time and space complexity that grows quadratically
with the length of the sequences being aligned. Hence, these
algorithms are not able to scale when aligning large-scale se-
quence datasets generated by modern sequencing technologies.

To overcome these challenges, WFA [4] is a novel state-
of-the-art algorithm that improves over DP-based solutions by
taking advantage of homologous regions between sequences to
accelerate the alignment’s computation. In essence, WFA com-
putes optimal alignments in O(ns) time and O(s2) memory,
where n is the sequence length and s is the optimal alignment
score. Recently, BiWFA [5] improved the original WFA algo-
rithm by maintaining compute time at O(ns) complexity but
reducing memory space to linear O(s) complexity. However,
BiWFA’s memory requirements still prevent memory-restricted
architectures from performing ultra-long sequence alignment.
We thoroughly characterize BiWFA in terms of performance
and find that it remains a memory-bound algorithm, especially
when aligning long and noisy sequences.

In this context, Processing-In-Memory (PIM) represents an
emerging paradigm that seeks to alleviate the data movement
bottleneck in conventional platforms. The key idea behind PIM
is to place compute units as close as possible to the actual
location where data resides (i.e., memory). There are already
available PIM devices in the market that implement the PIM
paradigm, such as the general-purpose UPMEM [6] platform.

Our goal in this work is to enable fast and energy-efficient
alignment of sequences of different lengths, ranging from
short sequences to long sequences. To this end, we present
BIMSA, the first PIM-enabled memory-efficient alignment
implementation that exploits the linear memory features of

BiWFA to efficiently perform sequence alignment in the PIM
units of the UPMEM platform.

A. BIMSA Implementation

BIMSA follows a coarse-grain parallelization scheme by
assigning several sequence pairs to each thread inside each UP-
MEM compute unit. This is feasible since applications that re-
quire sequence alignment usually involve comparing thousands
or millions of sequence pairs. Each of these alignments can
be computed independently, using their own working memory
space. We discard a collaborative parallelization scheme since
1) thread synchronization and communication operations are
costly (1000s of cycles), 2) communication between compute
units has to be done through the host CPU, and 3) BiWFA’s
parallelism increases progressively during the alignment of
a pair of sequences. Therefore, at the beginning of every
alignment computation, there is minimal parallelism, which
may underutilize the platform. Based on that, BIMSA’s coarse-
grain parallelization approach is the best fit, removing the need
for threads to synchronize or share data across compute units.

Adapting BiWFA to the UPMEM programming paradigm
poses specific challenges, primarily due to its recursive na-
ture. To tackle these challenges, we opt for a BiWFA-based
application that splits sequences using breakpoints, generating
additional BiWFA tasks through iteration until a threshold is
reached, removing recursion completely. Finally, a WFA task
is generated to finalize the alignment process.

BIMSA leverages two key properties of BiWFA. First, the
breakpoint iteration identifies a coordinate along the optimal
path where sequences can be effectively split, separating them
into two sections with balanced error. Second, each breakpoint
provides the distance for the iteration alignment.

We employ the BiWFA algorithm to iterate through se-
quences, breaking them down into sub-problems until their
distances generate a WFA task that fits in the UPMEM’s
compute unit scratchpad. These subproblems, (aka base cases),
employ the regular WFA algorithm in which memory space
is dictated by the error rate (O(s2)). Thus, we can precisely
determine the memory required for a regular WFA within a
sub-problem. Once we identify a suitable error distance, we
execute the WFA, yielding a partial alignment.

B. Experimental Environment

To evaluate and compare the performance of BIMSA, we
select the state-of-the-art CPU application WFA2lib and the
PIM pairwise alignment application (AIM library [7]), which
implements a gap-affine optimized Needleman-Wunch (NW)



algorithm and the classical WFA algorithm for PIM. All the
applications are executed in a UPMEM node equipped with
PIM-enabled DIMM modules, which have up to 2556 operative
compute units (DPUs) running at 350 MHz. Each DPU can
handle up to 24 threads and is equipped with an MRAM (64
MB), a WRAM (64 KB), and an IRAM (24 KB). The node has
two Intel Xeon Silver 4215 CPUs with a total of 16 hardware
threads. We use simulated datasets in our evaluation.

C. Results

Figure 1 illustrates the alignments per second achieved
by the state-of-the-art and BIMSA across different balanced
workload datasets. To compare performance, each bar displays
the speedup needed to match the fastest application.
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Fig. 1. Alignments per second achieved by BIMSA, WFA2lib (CPU), and
AIM when aligning balanced workload datasets. The datasets are indicated by
(length,error%). Note that the y axis follows a log scale.

First, we observe that BIMSA outperforms the state-of-
the-art PIM (AIM-WFA) across all datasets, achieving up to
22.24× speedup in the best-case scenario. Additionally, while
BIMSA handles sequences of 10000 bases or longer, the state-
of-the-art PIM (AIM-WFA) is unable to handle them due to
insufficient memory allocation space. Second, BIMSA outper-
forms the state-of-the-art CPU (WFA2lib) by up to 5.84×
across all datasets. However, we note that as the sequence
length and error percentage increase, BIMSA’s performance
degrades, achieving a moderated 1.50× speedup in the worst-
case scenario.

Key Result I: BIMSA (1) is able to handle long
sequence pairs where state-of-the-art PIM fails and (2)
provides higher performance than CPU for all datasets.

In Figure 2, we examine the scalability of the same datasets
as in Figure 1 across varying numbers of DPUs. A dotted
grey line denotes ideal scalability. We observe that BIMSA’s
scalability with the number of DPUs is nearly linear, while
CPU implementations do not scale well when increasing the
number of cores.

Key Result II: The linear scalability of BIMSA will
translate into significant performance improvements in
the next UPMEM systems with a higher number of
DPUs.
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Fig. 2. Scalability with the number of DPUs for BIMSA with balanced
workload datasets. The datasets are indicated by (length, error %).

D. Conclusion

In this work, we introduced a PIM-based implementation of
the BiWFA sequence alignment algorithm. BIMSA leverages
the real-world PIM architecture provided by UPMEM, and
it is designed to address the data-penalty challenges that
often hinder the scalability of other sequence alignment im-
plementations. Overall, BIMSA exhibits superior performance
than other state-of-the-art sequence alignment implementations
aligning datasets of different sequence lengths. Moreover, we
observe ideal scalability with the number of compute units.
Considering the early stages of technological development of
PIM technologies, these results are very promising with plenty
of room for improvements in the coming years.
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INTRODUCTION 

The exponential growth in clinical and biological data has 

significantly advanced healthcare for cardiovascular disease 

(CVD), which stands as a primary global cause of mortality 

[1]. The solution to improve CVD healthcare could be 

addressed by early detection and diagnosis using remote 

health care, virtual care, mobile health, or e-health which all 

essentially lead to the range of solutions that are enabled by 

wearable devices for continuous and remote monitoring to 

provide reliable clinical diagnosis by collecting physiological 

health data over long periods of time. This progress addresses 

two crucial contemporary needs within the field. Firstly, 

there's been a shift from merely collecting data towards 

effectively analyzing and interpreting it. Advanced analytical 

techniques now enable healthcare professionals to derive 

actionable insights from complex datasets, enhancing 

diagnoses, treatment decisions, and patient management 

strategies. Secondly, precision medicine, which tailors 

therapies to individual patients based on their genotype and 

phenotype, has become pivotal [2]. In order to enhance the 

incorporation of information from multiple sources, the 

concepts of ‘data fusion’ and ‘data integration’ have emerged 

with the main difference being a focus on combining 

information in the case of data integration and reducing 

information in the case of data fusion. In both cases, the 

combination of data from different modalities that provide 

separate views on a common phenomenon (e.g. a human 

disease) promises to solve prediction and classification 

problems with fewer errors than unimodal approaches [3]. The 

goal of such strategies is to effectively exploit complementary 

and interdependence of various modalities and to fully exploit 

these perspectives, as well as to harness artificial intelligence 

(AI) and machine learning (ML) methods that can combine 

structured and unstructured data with different statistical 

properties and granularities [4]. 

Data fusion also presents a promising solution to address sex 

representation and enhance population diversity concerns, 

including those involving minority populations, in health 

modelling. By integrating datasets where one type may 

predominantly represent one sex while another leans towards 

the other, data fusion can generate a more balanced and 

representative dataset. This reciprocal compensation 

capability extends to racial or ethnic diversities as well. By 

leveraging various datasets, data fusion enables a more 

comprehensive understanding of health disparities and 

facilitates the development of more inclusive and equitable 

healthcare models that cater to the diverse needs of 

populations. 

 

 

OBJECTIVE 

The ultimate goal of this research is to develop AI and ML 

models for effective multimodal data combination, with 

special emphasis on the temporal dimension that is reflected 

in the data, specifically observations at a single point in time, 

such as cross-sectional data, and multiple observations over 

time, such as longitudinal data. The research focuses on 

human diseases with high mortality rates, including CVD, 

cerebrovascular diseases such as stroke, among others. 

METHODOLOGY 

The research methodology for cardiovascular disease 

detection employs a multi-faceted approach integrating multi-

modal biomedical data and AI fusion models. Initially, in data 

collection phase the clinical data and recorded 

electrocardiogram (ECG) collected in the context of the 

Horizon Europe project AI-SPRINT (Grant agreement ID: 

101016577) has been utilized [5]. Life science department of 

Barcelona Supercomputing Centre (BSC) conducted a pilot 

study with joint efforts of two subcontracted entities: the 

stroke awareness foundation Freno al Ictus and the company 

Smart Solutions Technologies S.L. (henceforth referred to as 

Nuubo) manufacturer of the adopted wearable device. The 

adopted wearable device consists of a vest with electrodes and 

a reusable recorder. This system is designed for ambulatory 

ECG monitoring up to 30 days. Additionally, large-scale 

biomedical in-depth genetic and health information database 

containing diverse sources of clinical records, ECG signals, 

genetic information, and patient demographics will be utilized 

in the next phase for the fusion models. Subsequently, in the 

data pre-processing phase data is being pre-processed and 

standardized to ensure consistency and compatibility across 

modalities. The AI-based algorithms, including machine 

learning and deep learning techniques, are then trained on this 

enriched dataset to extract relevant features and patterns 

indicative of cardiovascular disease. Additionally, we employ 

fusion models to integrate information from multiple 

modalities, leveraging the complementary nature of diverse 

data sources to enhance detection accuracy. The fusion 

process involves combining outputs from individual AI 

models or developing novel fusion architectures tailored to the 

specific characteristics of cardiovascular disease data. To 

evaluate the performance of our methodology, we employ 

rigorous validation techniques, including cross-validation and 

independent testing on unseen data. Finally, we interpret the 

results and assess the clinical utility of our approach, aiming 

to contribute to the early detection and improved management 

of cardiovascular disease through advanced AI-driven 

methodologies and fusion techniques. 



 

PRELIMINARY RESULT 

The initial model has been trained to classify ECGs from the 

PhysioNet database [6]. Classifiers such as the cascaded 

support vector machine (CSVM), k-nearest neighbor (KNN), 

random forest, and convolutional neural network (CNN), 

using the Dislib library [7] developed by the BSC Computer 

Science Department, were employed to classify ECGs from 

the PhysioNet database. The CNN achieved above state-of-

the-art accuracy. The lack of clinical information about these 

signals represents an apparent limitation in the use of this 

dataset for the development of a stroke risk stratification 

model. Nevertheless, the differential analysis of these signals 

provided valuable insights into this particular arrhythmia—

atrial fibrillation (AF)—that is strongly associated with stroke 

occurrence. The final model detects AF in the ECGs and, if 

present, uses a standard AF-based stroke risk calculator called 

CHA2DS2-VASc (congestive heart failure, hypertension, age 

≥75 (doubled), diabetes, stroke (doubled), vascular disease, 

age 65 to 74, and sex category (female)) [8]. Specifically, the 

model integrates the AF detection results with the risk scores 

to create a stroke risk stratification model suitable for use with 

non-invasive commercial fitness trackers, such as FitBit and 

Apple smartwatches. Fig. 1 describes the flowchart of the 

final model. 

 

Fig. 1: Final model flowchart 
 

Future Direction 

In future directions, the research aims to integrate genomic 

analysis into the existing model, enhancing its predictive 

capabilities and furthering our understanding of 

cardiovascular health. By fusing information from ECGs, 

clinical data, and genomic profiles, the model will provide a 

more comprehensive assessment of cardiovascular disease risk 

and prognosis. This multidimensional approach holds promise 

for uncovering novel biomarkers, elucidating disease 

mechanisms, and ultimately advancing personalized medicine 

interventions tailored to individual patient profiles. By 

leveraging the synergy of diverse data modalities, future 

iterations of the model seek to revolutionize cardiovascular 

risk assessment and treatment strategies, ultimately improving 

patient outcomes and promoting proactive cardiovascular 

health management. 
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I. EXTENDED ABSTRACT

Gastric carcinoma (GC) is one of the leading causes
of cancer death globally. Managing advanced stages of GC
necessitates a multifaceted approach, encompassing surgical
interventions and comprehensive multidisciplinary strategies
such as combinatorial drug treatments, recently emerging as
promising avenues. Recent advances in computational biology
have facilitated the development of genome-scale metabolic
models (GEMs), which offer a comprehensive, mathemati-
cal framework for understanding the intricate metabolic dy-
namics. Integrating these GEMs with high-throughput omics
data, GEMs provide a representations of cellular metabolism
through metabolic tasks, allowing for the elucidation of com-
plex metabolic phenotypes associated with the effects of com-
binatorial treatments. Herein, an approach to take advantage of
metabolic tasks and high-throughput omics data using the pre-
viously described Tasks Inferred from Differential Expression
(TIDEs) approach in conjunction with vital genes to metabolic
tasks (anchor genes) is presented as ag-TIDEs.

The aim of this work is to explore aberrant metabolic
phenotypes using different approaches to generate hypotheses
on the mechanisms underlying the observed synergies in the
combinatorial drug treatments of TAK1, MEK, and PI3K
inhibitors on cells from the AGS cell line. Preliminary results
propose distinct metabolic alterations induced by the drug
treatments as a hypothesis to be further explored.

A. Background

To this date, there are two main approaches to eluci-
date enriched functions with expression data: (i) gene-centric
approaches, which use expression data directly from genes
to estimate significant changes in already defined biological
pathways, gene sets, or ontology terms (Subramanian et al.,
2005; Huang et al., 2009; Kolberg et al., 2023); and (ii)
reaction-centric approaches, which are based in genome-scale
metabolic models of organism that integrate expression data
directly onto metabolic reactions to infer significancy (Richelle
et al., 2021; Dougherty et al., 2021). Genome-scale metabolic
models (GEMs) are valuable tools to study metabolism with
many applications such as to elucidate malignant transforma-
tion (Yizhak et al., 2015) or to infer drug perturbations (Yizhak
et al., 2014). Other kinds of models have been proposed,

although at a smaller scale than a GEM and for specific human
cell lines, designed to elucidate drug synergies from a logical
decision network (Flobak et al., 2015). These models rise from
the need to evaluate the combination of hundreds of different
drug treatments in order to discover new synergistic treatments
(Robinson & Nielsen, 2017).

In this research project, the aim is to explore the metabolic
changes that may occur in the gastric adenocarcinoma cell
line AGS when exposed to different drugs (Flobak et al.,
2015). Specifically, constraint-based modeling methods will
be employed with the integration of gene expression data
from various experimental conditions (control, individual drug
and combinatorial drug treatments) to reconstruct metabolic
phenotypes corresponding to each of the specific experimental
conditions (Robinson et al., 2020; Richelle et al., 2021; Ponce-
de León et al., 2019).

B. Methods

Using constraint-based metabolic modeling methods, es-
sential or anchor genes can be deduced from mathematical
representations of metabolic functions (i.e., metabolic tasks).
Thus, an anchor gene is defined as essential to its metabolic
task and, when they are knocked-out using in silico methods,
the task becomes mathematically infeasible. In this research
project, 187 metabolic tasks were obtained from Richelle et
al., 2021 and curated to the latest available human metabolic
model Human1 (Richelle et al., 2021; Robinson et al., 2020).
Anchor genes were computed for each metabolic task, and
using an approach based on the already published TIDE
method (Dougherty et al., 2021) in conjunction with the anchor
genes (ag-TIDE), the metabolic phenotype of the different
experimental conditions was inferred.

C. Conclusion

PD (MEK inhibition) perturbations appeared as an im-
pairment in nucleotide synthesis and recycling, whereas PI
(PI3K inhibition) displayed alterations in the metabolism of
some amino acids that could be linked to an imbalance in
oxidative stress protection. Finally, a combination of alterations
within different metabolic systems is proposed as a possible
hypothesis that could explain the observed synergistic effects
in AGS cell growth.



MATERIALS	&	METHODS	—	Anchor	Gene	Tasks	
Inferred	from	Diff.	Expression	(ag-TIDEs)

outline

INTRODUCTION/

MATERIALS_&_METHODS/

RESULTS/

>
>

>

|— prev_assays.txt
|— exp_settings.tsv
|— rna_processing.log
|— dea.R
|— gsea.R
|— agtide.R

Random scores

Pr
ob

ab
ilit

y 
D

en
si

ty

Metabolic	tasks	are	identified	and	validated,	
along	with	their	anchor	genes	associated

Log-FC	from	anchor	
genes	are	recovered	to	calculate	task	score

Statistical	signiKicance	for	each	
task	compared	to	randomized	data

Adapted from Doughberty et	al.,	2021.

• Task	Inferred	from	Differential	Expression	(TIDE)	method	from	Doughberty	et	al.,	2021	
was	adapted	to	incorporate	anchor	genes	(ag-TIDE).

• Signi_icant	task	scores	were	set	at	p-value	<	0.025.

CONCLUSIONS/>

SUPPLEMENTARY/>

Dougherty,	B.	V.,	Rawls,	K.	D.,	Kolling,	G.	L.,	Vinnakota,	K.	C.,	Wallqvist,	A.,	&	Papin,	J.	A.	(2021).	Identifying	functional	metabolic	shifts	in	heart	failure	with	the	integration	of	
omics	data	and	a	heart-specific,	genome-scale	model.	Cell	Reports,	34. 13

Fig. 1. Pipeline summary of ag-TIDEs.

II. ACKNOWLEDGMENTS

This project could not have been finished without the
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Robinson, J. L., Kocabaş, P., Wang, H., Cholley, P.-E., Cook,
D., Nilsson, A., . . . Nielsen, J. (2020). An atlas of
human metabolism. Sci. Signal, 13, 1482.

Robinson, J. L., & Nielsen, J. (2017). Anticancer drug discov-
ery through genome-scale metabolic modeling. Current
Opinion in Systems Biology, 4, 1-8. (Big data acquisition
and analysis • Pharmacology and drug discovery) doi:
10.1016/j.coisb.2017.05.007

Subramanian, A., Tamayo, P., Mootha, V. K., Mukherjee, S.,
Ebert, B. L., Gillette, M. A., . . . Mesirov, J. P. (2005).
Gene set enrichment analysis: A knowledge-based ap-
proach for interpreting genome-wide expression profiles.
Proceedings of the National Academy of Sciences of the
United States of America.

Swainston, N., Smallbone, K., Hefzi, H., Dobson, P. D.,
Brewer, J., Hanscho, M., . . . Mendes, P. (2016). Recon
2.2: from reconstruction to model of human metabolism.
Metabolomics, 12. doi: 10.1007/s11306-016-1051-4

Thiele, I., Swainston, N., Fleming, R. M., Hoppe, A., Sa-
hoo, S., Aurich, M. K., . . . Palsson, B. O. (2013).
A community-driven global reconstruction of human
metabolism. Nature Biotechnology, 31, 419-425. doi:
10.1038/nbt.2488

Yizhak, K., Chaneton, B., Gottlieb, E., & Ruppin, E.
(2015). Modeling cancer metabolism on a genome
scale. Molecular Systems Biology, 11(6), 817. doi:
10.15252/msb.20145307

Yizhak, K., Gaude, E., Le Dévédec, S., Waldman, Y. Y.,
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I. EXTENDED ABSTRACT

Symbiosis is an evolutionary strategy that has helped
increase the complexity of life. It was the mechanism by
which mitochondria and plastids originated and the one that
generated the origin of eukaryotes. Despite the role of sym-
biosis in the origin of cellular organelles (organellogenesis),
how an endosymbiont becomes an organelle is poorly un-
derstood. Paulinella species are unicellular eukaryotes that
harbour a photosynthetic organelle named chromatophore. It
was acquired independently and much more recently than
the chloroplast, the photosynthetic organelle of plants. Here,
we aim to understand how other bacterial symbionts may
have helped during the chromatophore origin by analysing the
history of horizontal gene transfers (HGT) in the genome of
this organism.

A. The origin of endosymbiotic organelles and the role of HGT

The origin of complex cells (eukaryotes) had a crucial
step, the origin of mitochondria. This organelle originated
when an alpha-proteobacteria entered and established as an
endosymbiont in the proto-eukaryotic host [1]. In the initial
stages, the endosymbiont was more bacterial-like, through the
loss and the horizontal gene transfer (HGT) of some genes to
the host nucleus [2], it lost its individuality and became an
organelle dependent on the host cell, this process is known
as organellogenesis. We observe similarities in the origin of
photosynthetic eukaryotes. For a long time, we thought that all
the photosynthetic organelles (named plastids) originated from
a single event of primary endosymbiosis of a cyanobacterium
within a eukaryotic host. Posteriorly, by subsequent secondary
endosymbioses, many lineages of the eukaryotic tree of life
became photosynthetic [3]. However, the molecular charac-
terisation of the photosynthetic endosymbiont of Paulinella
chromatophora [4] revealed that there were two primary en-
dosymbioses, and the one in Paulinella happened much more
recently [5]. These findings posited Paulinella species as one
of the major models for studying organellogenesis.

Although the bacterial ancestor of the organelles had many
genes, current organellar genomes have a low number of
genes, 30-91 for mitochondria [6] and 120-130 in the case of

chloroplasts [7], as they were lost or transferred to the nucleus.
However, the chromatophore of Paulinella still contains several
genes, 800. This supports the idea that organellogenesis is still
going on in this organism.

An important step during organellogenesis is the HGT from
the endosymbiont to the host. HGT is the exchange of genes,
apart from sexual recombination, between organisms [8]. HGT
is important in driving the genome composition and adaptation
to the environment in many bacteria [9]. HGTs from diverse
bacteria were previously characterised in Paulinella species
[10]; however, their impact on organellogenesis remains poorly
understood. Here we assess the bacterial origins and functions
of some HGTs to understand their role before, during and after
the establishment of the chromatophore of Paulinella.

B. Methods

To detect HGT genes, we took all the proteins encoded
in the Paulinella micropora genome, which we submitted to
a homology search against an in-house database comprising
eukaryotic, bacterial, archaeal and viral proteins using BLAST.
From the homology results, we selected some precandidates
based on high proportions of non-eukaryotic homologs.

We performed a phylogenetic tree for each of these pre-
candidates to seek the origin of the P. micropora sequence.
We assumed that a P. micropora sequence originated from an
HGT event when the sequences next to it were mostly non-
eukaryotic. Specifically, to identify the donor of these genes,
we required that the donor’s proportion in the first sister group
to the P. micropora sequence to be higher than 80%, to be
present in the first and the second sister, and finally, the node to
have a bootstrap support higher than 85%. Finally, we obtained
the relative ages for these gene acquisitions using the stem
length, which separates the P. micropora sequence from the
donor.

C. Results

The genome of P. micropora shows many HGT events
from diverse donors. We detected 119 robust HGT events for
which we can identify a specific donor. We observe significant
contributions from Gammaproteobacteria, Cyanobacteria (the
clade from which the chromatophore derivates), Bacteroidota,
Actinobacteria and Alphaproteobacteria, which are all diverse
groups of bacteria (Figure 1a).
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Fig. 1. HGT in Paulinella micropora. a) Count of HGT events (darker) and genes (lighter) for each bacterial phylum. b) Distribution of the relative ages of
the gene transfer waves, the vertical bar indicates the position of the mode. c) The distribution of the transfer events that could be assigned to a specific order
within the bacterial phylum for which we detected a transfer wave.

We sought the functions of the transferred genes, and we
did not find a clear association between the function and
the bacterial donor. However, we detected genes involved in
carbohydrate metabolism from Alphaproteobacteria, signalling
genes from Alphaproteobacteria and Bacteroidota, and nu-
cleotide and amino acid metabolism genes transferred from
Gammaproteobacteria. This would suggest that the HGT we
found may have helped the interconnection between the host
and the symbiont.

We observe that Alphaproteobacteria transferred some
genes after Cyanobacteria, the clade from which the chro-
matophore arose. Moreover, we found transfers to P. micro-
pora that predated the Cyanobacterial acquisition (Figure 1b).
Specifically, Actinobacteria shows considerable transfer waves,
and Gammaproteobacteria and Bacteroidota show even more
specific donors (Burkholderiales and Bacteroidales, respec-
tively, – Figure 1c). These results reveal that the genome of P.
micropora is dynamic, and HGT occurred continuously and is
probably still occurring.

D. Conclusion

The results show that P. micropora is a dynamic genome
that has had and still has a huge amount of HGT. Consid-
ering the habitats where Paulinella species live and the co-
occurrence with many other bacteria, these transfers may help
the organism to adapt to the environment and to communicate
with the photosynthetic organelle properly. These results also
suggest that the genome has adapted ancestral proteins and
proteins originated from many other bacteria to the new
endosymbiont, facilitating its incorporation as a functional
organelle. Thus, HGTs from many bacterial donors help in
organellogenesis.
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EXTENDED ABSTRACT 
Targeted Protein Degradation has emerged in recent years as 

a revolutionary strategy in drug discovery. The von Hippel–
Lindau protein (VHL) is a well-validated E3 ligase that is 
recruited by many efficacious PROteolysis TArgeting Chimera 
molecules (PROTACs). However, all existing VHL warheads 
have been developed around a central hydroxyproline unit and, 
owing to their peptidic nature, exploiting them 
pharmacologically is challenging due to their poor absorption, 
distribution, and metabolism.  

Here, we apply a fragment-based approach combining 
computational techniques and ligand-observed NMR studies to 
discover new chemotypes for VHL ligands that could be 
developed into more effective drugs. A virtual screening of all 
the accessible fragment space followed by paramagnetic 
relaxation enhancement assays allowed us to identify two novel 
fragment hits for the hydroxyproline binding site. Subsequently, 
we performed μs-long molecular dynamics simulations of VHL 
and multiple copies of each ligand to refine the predicted poses 
of the fragment hits. Finally, these compounds will be used as 
a starting point for fragment-growing strategies to obtain more 
potent ligands. 

A. Introduction 
The von Hippel–Lindau protein (VHL) is a ubiquitously 

expressed E3 ligase that recognizes the hydroxylation of a 
proline of the Hypoxia Inducible Factor 1 alpha (HIF1a). VHL 
has a huge relevance in the Targeted Protein Degradation (TPD) 
field [1] as it is constitutively active, and multiple potent 
warheads (low nM affinity) have been developed for this target 
[2]. Many efficacious PROTAC molecules have been 
developed using VHL ligands as warheads. However, all of 
them present limitations because they are created around the 
central hydroxyproline unit, which confers the molecule a large 
polar surface and makes it susceptible to rapid (phase II) 
metabolism [3,4].  Consequently, few VHL PROTACs have 
reached clinical stages so far [5]. Furthermore, generally VHL-
based PROTACs must be administered intravenously, whereas 
the CRBN-derived molecules can be administered orally. Thus, 
developing new warheads that improve the properties of VHL-
based PROTACs would be of great interest for the field. 

B. Methods 
We performed a virtual screening of all the available 

fragment space with rDock. We used all molecules containing 
up to 14 heavy atoms from ZINC and Enamine REAL. In 
addition, we included a pharmacophoric restraint at the 
hydroxyl position of hydroxyproline. After that, we run 
Dynamic Undocking simulations (DUck) on the top 10000 
molecules applying a work to reach the quasi-bound state (Wqb) 
threshold of 10kcal/mol. After visual inspection, 19 molecules 
were selected for experimental evaluation. 

The compounds were tested using Paramagnetic Relaxation 
Enhancement  NMR.  The signals  of   the  fragment’s   protons 

 

 
were compared in the presence and absence of the VHL ligand 
VH032 to detect the binders to the hydroxyproline site. 

The hits were further studied in silico following a Multiple-
Ligand Association Studies (MAS) approach to determine the 
most probable binding site. We performed 5 replicas of 1µs-
long molecular dynamics simulations with 20 copies of the 
fragment. A DBSCAN clustering and a lifetime analysis were 
executed on the ligands to obtain the long-lived poses. 

To search for analogues and bigger molecules containing the 
fragment hits substructure in the Enamine REAL space we used 
the SpaceLight and SpaceMACS programs. We performed 
tethered docking of these analogues using rDock.  

C. Results and Future Work 
A virtual screening followed by Dynamic Undocking 

allowed us to select 19 fragments for experimental testing. We 
were able to identify two fragment hits, 1 and 5, that showed a 
modest affinity for VHL in a Paramagnetic Relaxation 
Enhancement NMR assay. These fragments are novel 
chemotypes that displayed a stronger response than the L-
hydroxyproline core on its own.  

We used MAS to predict the most probable binding sites, and 
the most populated cluster for each fragment was located at the 
VH032 binding site. In the case of 5, the predicted pose 
corresponds with the original docking pose, whereas 1 seems 
to bind on the right-hand side of the pocket (Fig.1). These 
predictions agree with the NMR data we obtained.  

Finally, in order to further develop these promising 
fragments into better VHL warheads, we did a substructural 
search on Enamine REAL space to grow them to small 
molecules of up to 30 heavy atoms. A second virtual screening 
tethering the atoms of these compounds to the predicted poses 
was run to select the next round of molecules that will be tested 
experimentally.  

 
 

Fig. 1 Superposition of VH032 (PDB: 4w9h) and the surface of the predicted 
poses for 1 (blue) and 5 (green). 
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I. EXTENDED ABSTRACT

An interconnection network comprises routers,
links, and servers, and the arrangement of these el-
ements is known as network topology. Various net-
work topologies have been employed for supercomput-
ers, including Dragonfly [1], Dragonfly+, Fat-tree, etc.
Each topology presents advantages and disadvantages
in terms of performance, cost, and scalability, with
different routing mechanisms employed for each one.

The Dragonfly topology is composed of a global
complete graph connecting super-nodes or groups of
switches, which, in turn, are connected by means of lo-
cal complete graphs. Thus, it is a two-level hierarchical
network with diameter three, or the distance between
any pair of switches is three. A small instance of a
Dragonfly topology is showed in Figure 1. The Frontier
supercomputer, currently number one in the TOP500
list, employs a Dragonfly of this type.

Apart from the topology, another crucial part in
the design of interconnection networks is the routing
mechanism. Usually, adaptive routing is employed so
a packet can choose between following a minimal
route, minimizing the number of hops of a packet over
the network, or a non-minimal route, which usually
follows the Valiant routing scheme. Specifically, in
Dragonfly, minimal paths are of type local-global-local
(hereinafter referred to as lgl). These paths start with
a local link inside the source group, then a global link
to achieve the destination group, and finally a local
link to arrive to the destination switch; with any of the
links being possibly omitted depending on the relative
locations of the source and destination switches.

For non-minimal routes, initially, a Valiant routing
variant was proposed. This variant selects an interme-
diate group of the Dragonfly to pass through before
approaching the destination switch, making lg-lgl
routes. However, it was discovered that Valiant routes
should select a switch of the network instead of a group,
due to over-subscription of the local links in some
patterns, and therefore lgl-lgl routes should be used,
composing Valiant routes of two equal phases [2].

Also, the routing mechanism should be designed
to not to introduce cyclic buffer dependencies in the
network, which could lead to packet-deadlock. There-
fore, a buffer architecture should be employed to avoid
this phenomenon, which is responsible for assigning a
buffer (or Virtual Channel, VC) to each packet at each
hop across the network.
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Fig. 1. Small instance of a Dragonfly topology.

A. Motivation

In a high-loaded lossless interconnection network, a
highly demanded portion of the network can propagate
its congestion to the entire system, leading to instabil-
ities in throughput, and poor performance.

Network congestion appears due to existing un-
fairness between network flows, and HoLB (Head of
Line Blocking). This unfairness, leaves some servers in
starvation, while others get a big portion of the capacity
of the network.

Some mechanisms, act when these scenarios appear
by typically notify sources to reduce injection rates,
thereby leading to a decrease in load at bottlenecks.
However, both unfairness and HoLB are directly related
to the buffer architecture employed in the network,
so buffer architecture can be studied to avoid the
appearance of network congestion without the need of
throttling the injection rate of the sources.

B. Buffer Architecture

In Dragonfly networks, minimal paths (lgl) neces-
sitate 2 VCs on local ports, visited in order, and 1 VC
on global ports to prevent deadlock. To support non-
minimal Valiant routing in Dragonfly (DF) topology,
two mechanisms could be distinguished: Two Phases
and Ladder.

A Valiant routed packet firstly go to a random
intermediate switch of the network, and then from the
intermediate switch to the destination switch, com-
posing its route of two segments of minimal routes:
lgl - lgl. Therefore, 2 local VCs and 1 global VC
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Fig. 2. Performance evaluation of Dragonfly (DF) topology, under
ADV +h and ADVr +h traffic patterns. It shows the average accepted
load for an offered load, both measured in phits

cycle . Results are averaged
over ten runs.

are employed per segment, making a total of 4 and 2
VCs, for local and global ports, respectively.

The ladder is an old method which order VCs to
break deadlock, and the strategy is to increase the
order of the visited VC with each link traversed by
the packet [3]. With the Ladder scheme, independently
of the routing, the ith-hop of a packet goes through
the V Ci of a certain port of a certain switch in the
network. In case of a DF network with Valiant routing,
a packet could take up to six hops, requiring six VCs
in the Ladder.

C. Methodology and Results

The presented buffer architectures are analyzed
in a Dragonfly network. To conduct experiments,
CAMINOS [4] network simulator is employed. The
most typical synthetic traffic patterns utilized for DF
networks are the ADV +i patterns, where each server
at group g sends traffic to the server located at the
same relative position at the g + i group. Also, the
ADVr +i pattern, that do the same but the specific
server in the destination group is randomized. Specif-
ically, the ADVr +h, and ADV +h1 patterns are used
in this work, because they have been object of study
in previous works [2]. In the simulations included, the
accepted load (throughput) per server is showed for a
specific offered load or injection rate per server. Both
accepted and injected load are measured in phits

cycle . The
performance results for the traffic patterns introduced
are depicted in Figure I-C.

In the case of the ADVr +h pattern, it can be
observed that 2-phases maintains a stable performance
above 0.4 of accepted load the entire simulation. Also,
the Ladder shows a stable performance with an ac-
cepted load around 0.4, but slightly below 2-phases
performance. For the ADV +h traffic pattern, it can be
observed that 2-phases mechanism experience conges-
tion problems when injecting traffic above saturation
(≥0.5 of offered load), and the accepted load becomes
unstable. In contrast, the Ladder exhibits an accepted
load of 0.4 the entire simulation, without instabilities.

1h is a topological parameter of the DF network, which in the
DF tested is h=6. Therefore, the ADV +6 and ADVr +6 patterns are
simulated

D. Conclusions and future work

In conclusion, the evaluation of buffer architectures
in the DF network, when dealing with the ADVr +h and
ADV +h traffic patterns, revealed distinct performance
characteristics. While 2-phases mechanism proved sta-
ble performance in ADVr +h, its performance dropped
for the ADV +h pattern. In contrast, the Ladder mecha-
nism exhibited stable and high performance under both
traffic patterns. These findings suggest that buffer ar-
chitecture have significant impact on performance, and
should be considered when designing interconnection
networks.

Further study showed us that the impact of buffer
architecture depend on a lot of factors, as the routing
algorithm, traffic, topology, etc. Future work focus
on analyzing its impact in other realistic scenarios,
and how it can prevent network congestion or low
performance.

For instance, an analysis could be carried out in
the presence of more complex traffic patterns based
on real applications. Aspects like job allocation, task
placement and job scheduling of several applications
in the network should be taken into account. Further-
more, other routing algorithms should be considered in
the evaluation, like a source adaptive routing such as
UGAL.

Lastly, with a general view, there are possibilities of
proposing a generalized or specific buffer architecture
which improves traditional mechanisms like the ones
presented here, in a wide range of realistic scenarios.
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Transcriptional response to immune challenges varies between 

individuals of different genetic ancestries which impacts 

susceptibility to infectious disease (1, 2). While humans of 

different populations differ in their expression of inflammatory 

genes upon immune stimulation (1), population variation in the 

alternative splicing landscape due to infection has been less 

explored, being restricted to isolated cell types or 

heterogeneous tissues. With a growing consensus in the 

contribution of alternative splicing to immunity and common 

disease risk, characterizing immune related alternative splicing 

differences between individuals becomes a priority. Single-cell 

RNA technologies can emerge as a valuable tool to understand 

population differences in the response to infection across a 

broad range of cell types. Until recently, the limited number of 

samples available and the sparsity of single-cell data made the 

study of alternative splicing at single-cell resolution extremely 

challenging. With the advent of large cohort single-cell RNA-

seq (scRNA-seq) datasets available including hundreds of 

donors and thousands of cells, we can now for the first time 

uncover alternative splicing interindividual differences at 

single-cell resolution. 

 

Methods for splicing analysis specifically designed for droplet-

based scRNA-seq data only started to emerge recently. 

Strategies to detect splicing in 3’ biased single-cell data are 

diverse, and very between: i) splice junction quantification , ii) 

calculation of exon-inclusion levels with splice junction reads, 

or iii) calculation of differential exon-usage (3). Nonetheless, 

the mentioned strategies focus on individual elements of 

mRNA transcripts, such as exons or splice junctions, lacking 

the consideration of the entire transcript as a biological entity. 

Measuring differences in the expression ratios of transcripts, 

also known as differential transcript usage (DTU), provides a 

holistic view on the mRNA transcript. Furthermore, it enables 

the detection of isoform switches between conditions and 

provides a functional point of view to alternative splicing 

characterization. DTU methods for droplet-based scRNA-seq 

data often focus on cell type comparisons, and don’t allow the 

incorporation of additional covariates when modelling 

transcript ratios. To assess transcript usage differences between 

individuals, the incorporation of confounding effects becomes 

mandatory. To fill this gap, we have developed a computational 

framework which allows for transcript ratio modeling in a 

multivariate fashion using 3’ scRNA-seq data.  

 

In this study, we present a computational strategy to study 

alternative splicing inter-individual variation at single-cell 

resolution. We apply this method to a 3’ biased scRNA-seq 

dataset of peripheral blood mononuclear cells from individuals 

of different genetic ancestries. We detect genes changing their 

transcript usage between different human populations across all 

immune cell types. Our characterization of population 

differences in alternative splicing in blood immune cell types, 

contribute to the understand inter-individual transcriptional 

response to immune stimuli. 

 

A computational framework for inter-individual differential 

transcript usage using 3’ single-cell RNA-seq data 

 

To address population differences in transcript usage, we 

developed a computational framework to identify alternative 

splicing differences in 3’ scRNA-seq datasets. This framework 

is composed of 2 steps: transcript quantification and DTU 

analysis. To quantify transcripts for each single cell, we first 

perform pseudo-alignment of 3’ biased scRNA-seq reads to a 

reference transcriptome generating transcript compatibility 

counts (TCCs) (Fig 1. A). TCCs are counts for each of the 

equivalence classes defined by the pseudo-aligner. Transcript 

Counts are then estimated from the TCCs by running 

Expectation Maximization algorithm. We use kallisto-bustools 

suite (4) for the steps involving transcript quantification. Next, 

we conduct DTU analysis. We perform differential transcript 

usage by modeling transcript ratios of each gene between 

conditions for each cell type (Fig 1. B). To do so, we use the 

MANTA (5), which fits particularly well to our research 

context. On the one hand, by being non-parametric MANTA 

does not assume a particular distribution of transcript ratios, 

which may not fit an established trend in 3’ scRNAseq data. On 

the other hand, by being multivariate MANTA allows for the 

incorporation of many covariates in our transcript ratio 

modelling, a required feature to test inter-individual differences. 

 

 

Fig 1. A computational framework for differential transcript usage using 3’ 

single-cell RNA-seq data.  A) Transcript quantification at single-cell level with 

kallisto-bustools (4). First, transcript compatibility counts (TCCs) are obtained 

by pseudo-aligning 3’ scRNAseq reads to the reference transcriptome. Next, 

transcript counts are estimated from the TCCs by running the Expectation 

Maximization algorithm.  B) Inter-individual differential transcript usage. 

Transcript relative abundances are obtained from the per cell type-donor 

pseudo bulked transcript counts.  DTU between human populations are tested 

for each gene with > 1 transcript expressed in each cell type by  modeling its 
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transcript relative abundances as a function of the genetic ancestry of each 

individual and other covariates. For the test, we use MANTA (5) which 

implements a multivariate nonparametric approach. 

 

Differences in transcript usage between human populations 

are present across all blood immune cell types  

 

We apply our framework to study alternative splicing 

differences between 45 European and 45 African descent 

individuals in a scRNA-seq dataset of immune blood cells 

before and after influenza infection (Fig 2 A). First, we evaluate 

differences in transcript usage between populations at baseline, 

finding changes in transcript ratios in all immune cell types 

except Dendritic Cells (Fig 2 B). We find the number of 

populations DTU genes is highly correlated with the number of 

cells per cell type (rho = 0.744, p=0.034). This is likely 

explained by the high sparsity of 3’ single cell data, which 

causes cell types with lower number of cells to quantify less 

transcripts, and thus test less genes for DTU.  

 

As an example of population DTU, we highlight the IGHA2 

gene which encodes for the constant region 2 of the heavy chain 

of immunoglobulin A. We observe how African descent 

individuals express both transcripts of the gene, whereas 

European descent individuals mostly express a single transcript 

(Fig 2 B). Population-specific diversity of the immunoglobulin 

constant heavy G chain (IGHG) has previously been reported, 

highlighting the potential specificity of IGHA2 transcript 

expression. 

 

 

 
Fig 2. Ancestry associated DTU across the blood immune cell types.  

A)  scRNA-seq PBMC dataset from individuals of mixed European and African 

ancestry before and after influenza infection. B) N of genes exhibiting 

differential transcript usage between human populations across blood immune 

cell types is highly correlated with N of cells per cell type. Left: N of cells per 

cell type. Right: N of population DTU genes per cell type at baseline. C) 

Illustrative example of a population DTU gene. The IGHA2 gene shows 

different transcript usage between European and African descent individuals in 

B cells. Left panel: the 2 transcripts of the IGHA2 gene (top) and the 

sequencing coverage split by population (bottom). The 3’ bias of droplet-based 

scRNAseq data is appreciated as coverage only spans the 3’ end of transcripts. 

Right panel: per-donor relative abundances of the IGAH2 transcripts 

quantification. African descent individuals express the 2 transcripts, whereas 

European descent almost exclusively express IGHA2-202. 

 

 

 

Discussion 

 

Characterizing inter-individual alternative splicing variation is 

crucial to understand differences in transcriptional response to 

immune challenges between human populations which impacts 

susceptibility to infectious disease. To characterize population 

alternative splicing differences, we have developed a 

computational strategy to perform differential transcript usage 

with 3’ scRNAseq data. Applying this pipeline to the 

circulating immune system between individuals of different 

genetic background, we detected genes with population specific 

alternative splicing patterns across all blood immune cell types. 

As a validation of our results, we find significant overlaps of 

our population differentially spliced genes with bulk RNA-seq 

data from blood immune cells (not shown).  Our approach can 

be readily scalable to associate differences in transcript ratios 

with other individual traits or environmental factors in future 

studies. 
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EXTENDED ABSTRACT
More than 20 years after the release of the human reference
genome, the main human gene annotations (GENCODE and
RefSeq) continue to grow in number of genes and transcripts.
In parallel, there has been a surge of projects to functionally
annotate genetic variants as well as to associate them to
specific phenotypes. However, human genomics and
transcriptomics studies present a sheer bias towards
individuals of European ancestries. This can be detrimental in
many aspects considering that despite most of the human
genetic variants in an individual can be found in populations
from other continents, projects like the 1000 Genomes
revealed that most human genetic diversity is
population-private [1]. This is particularly abundant in the
African superpopulation which did not undergo the
bottle-necks and founder effects that the Out-of-Africa
populations suffered.

Recently, several efforts to reduce this bias in genomics
have resulted in the sequencing of thousands of novel
genomes from ancestry-diverse cohorts and the production of
population-specific genomes, T2T genomes from
non-European individuals and the human pangenome draft
graph [2].

In a slower pace and with much lower sample sizes, RNA
sequencing experiments have extended to more non-European
populations but always with a strong focus on the genetic
basis of transcriptomic traits (gene expression and alternative
splicing). These investigations have shown that while genetic
differences between ancestries can distinguish populations in a
principal component analysis, transcriptomic differences do
not [3]. Interestingly, human populations share a genetic
regulatory architecture and therefore the identified
transcriptomic differences arise basically from differences in
allele frequencies [4]. As a consequence, genetic variants
found in non-European populations but rare or nonexistent in
Europeans might be affecting the alternative splicing of many
genes leading to the formation of novel transcripts.

The identification of currently unannotated transcripts
through pipelines of transcriptome assembly could enhance
the current annotations in a population-aware manner. Their
potential benefits include improved mappings and gene
quantifications of specific genes in non-European populations.

Regardless, all publicly available RNA-seq data including
individuals of non-European descent are based on microarrays
and short-read sequencing technologies, which do not have or
miss, respectively, information about the full-length transcript.
Hence we designed a project to generate full-length RNA-seq
data from a population-diverse cohort to enhance the current
GENCODE gene annotation.

A. Data overview

We have selected lymphoblastoid cell lines from 45 unrelated
individuals belonging to eight different populations in four
continents from the Coriell Institute for Medical Research. All
the samples have been previously sequenced in at least one
DNA-sequencing study. Most of the samples are included in
the 1000G project but some others also belong to projects
such as the HapMap, the Genome In a Bottle (GIAB) or the
Human Genetic Diversity Panel (HGDP). Some selected cell
lines were RNA-sequenced in the GEUVADIS and the
Multi-Ancestry Gene Expression (MAGE) resource.

Fig. 1 Geographical representation of selected populations in our study. The
barplots indicate the total number of individuals and the number of
individuals belonging to different DNA-seq and RNA-Seq publications.



The selected populations are: Peruvians from Lima (Perú),
Central and Northern Europeans from Utah (USA), Yoruba in
Ibadan (Nigeria), Luhya in Webuye (Kenya), Mbuti Pygmies,
Ashkenazi Jewish, Indian Telugu in the UK, Han Chinese in
Beijing (China). These populations were chosen following a
series of criteria meant to represent the maximum of
populations-private genetic variation from different continents
and inclusion in the human pangenome reference draft.

B. ONT sequencing and preprocessing pipeline

In this project we use Oxford Nanopore Technologies to
sequence full-length cDNA obtained by CapTrap protocol.
CapTrap enriches in full-length mRNAs thanks to a dual
capture based on the presence of a poly-A tail and a 5’ cap.
Then a retrotranscription to cDNA followed by PCR
amplification provides enough cDNA material for Oxford
Nanopore sequencing library preparation.

These experimental procedures lead to different issues that
can be partially assessed in silico. Firstly, PCR duplications
must be quantified and deduplicated. Secondly, reads
originated from sequencing both strands of cDNA and
therefore containing redundant information must be
eliminated. Finally, chimeric reads generated by the
concatenation of very closely sequenced molecules must be
splitted. Here, we develop a snakemake pipeline to deal with
these problems after the sequence basecalling with dorado.

Firstly, PCR duplication was assessed by leveraging the
internal sixteen nucleotides long unique molecular identifiers
(UMI-16) added during the CapTrap protocol. To do so, all
reads are mapped to a blast database of the 69 nucleotides
long linker containing the UMI-16. Those reads whose linker
is identified are subsequently used to extract the UMI-16
sequenced thanks to the CIGAR. Then, the UMI-16 is
appended to each read name and mapped to the reference
genome (hg38) with minimap2. Afterwards, the mapped reads
are processed using the umi_tools library, which removes
those reads mapped to the same gene and sharing the same
UMI sequence, under an edit threshold compatible with ONT
error rate.

Secondly, the removal of complementary reads coming from
the same cDNA molecule are removed thanks to the bam tag
included in the unmapped bam file generated by dorado
basecaller in duplex mode.

Finally, chimeric reads are splitted in two rounds of splitting
based on the identification of different combinations of
terminal adapters (ONT adapters and CapTrap linkers) thanks
to the software duplex_tools contained in Guppy.

C. Future directions

After running our preprocessing pipeline we will run LyRic
and other transcriptome assembly tools to produce transcript
models that will be assessed by the HAVANA team at the EBI.
The accepted transcript models will complement the current
GENCODE annotation to build an enhanced annotation meant
to quantify the transcriptomic differences between human
populations through Differential Gene and Transcript
expression and usage, allele-specific analyses, etc.

D. Conclusions

Our project will reveal the transcriptomic differences between
human populations through long-reads sequencing of cDNA
from a selection of individuals from different human
populations. Here we have developed a snakemake pipeline to
preprocess our CapTrap-seq data to remove to the maximum
extent the information redundancy and sequencing errors. This
will improve mapping, transcript identification and gene
quantification to ultimately better understand the
transcriptomic diversity between human populations.
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I. EXTENDED ABSTRACT

One of the many relevant mechanisms that drive extreme
temperatures at daily time scales in the Mediterranean region,
especially during Summer, is the intrusions of Saharian or
subtropical continental air. These warm and stable air masses
that penetrate northward, heavily influence the Mediterranean
region’s temperature and have been linked to severe heat waves
in the past [1]. This phenomenon hasn’t been extensively
studied in the literature, and therefore, we think it is of utmost
importance to understand the intrusions and the mechanisms
that drive them, especially as the amount of observed events
has increased in the present climatology (1991-2022) with
respect to the end of last century (1959-1990). An analysis
was conducted to categorize air masses originating from
low latitude subtropical desert areas in the historical period
using data from the ERA5 observational dataset [2]. This
analysis relied on basic thermodynamic air characteristics:
the geopotential thickness of the 1,000-500 hPa layer [3]
and the average potential temperature of the 925-700 hPa
layer (). Utilizing the climatological mean values of these
variables during summer (June-August) from 1959 to 2022 for
each grid point, specific criteria were obtained to recognize
air masses of subtropical origin. Our approach consists on
identifying the days where these air mases move northward
and reach regions in the Western Mediterranean basin. We
explore the frequency, spatial distribution and persistence of
these events and the potential trends in the historical period.
The amount of intrusion days increase in the historical period,
as seen in Figure 1, where the mean of summer intrusion days
is shown for the period 1959-1990 and the period 1991-2022.

Our results show how the subtropical air intrusions can
reach many regions in the Mediterranean and how there is
an increase in the amount of observed events. The effects
of these events are beyond the region where the intrusion
reaches, and they can generate temperature anomalies in
many other points of the Mediterranean basin. Therefore, the
impacts are affect not only locally.
We want to understand which large-scale weather types
tend to generate these intrusions and where. Therefore, we
employ a powerful tool to cluster the most relevant circulation
patterns that can lead to intrusions. To do so we explore
different applications of the k-means [4]. This method involves

Fig. 1. mean JJA intrusion days in period 1959-1990 (top) and 1991-2022
(bottom)

partitioning days into a predetermined number of clusters,
aiming to minimize the total squared Euclidean distances
within each cluster set. The daily geopotential data is then
projected onto its primary empirical orthogonal functions,
capturing 95% of the variability [5].
In the future we would like to analyise if the models from
the last phase of the Coupled Model Intercomparison Project
(CMIP6) can reproduce satisfactorily the intrusions in the
historical period.
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I. EXTENDED ABSTRACT

Finite Elements Method (FEM) is a numerical tool that
allows to solve differential equations, subjected to a series
of boundary conditions, up to a good approximation. Its
applicability to a broad spectrum of fields, together with
its good adaptability to different geometries and physical
domains have allowed this method to extend and expand its
uses since the 1940’s [1], [2]. To be able to solve these
Boundary Value Problems opens up a world of numerical
simulations, reachable throughout any conventional computing
device, and with the interesting potential of scalability to High
Performance Computing environments. This would ultimately
allow to reduce the required wall time of these simulations and
even more importantly, to increase the domain’s complexity
and the results’ accuracy.

The main focus of the present work is to develop a numer-
ical tool able to solve a general three-dimensional electromag-
netic wave equation in plasma environments, within the context
of nuclear fusion and tokamak reactors. For example, this
could stand for an injected wave coming from resonant heating
antennas. This numerical tool is meant to be implemented in
Alya’s framework [3], which serves as a work environment to
implement different physics solution using FEM.

The starting point is to work with a 2D circular domain and
then moving towards a tokamak-like cross section and finally
scaling to a final 3D solution of the full toroidal reactor shape
(fig. 1). The ability to solve a general wave equation in the
whole domain of the reactor, plays a crucial role when studying
the magnetohydrodynamic equilibrium, transport phenomena
and plasma heating.
A. Alya Environment

Alya is a software developed by the BSC CASE depart-
ment, and it is been improved and updated since 2004. Apart
from a powerful FEM code, it is also a framework on which
different physics can be treated depending on the interest of
the researcher. Alya was designed from the very first line
of code, optimised to get the maximum performance from a
supercomputer machine.

Alya is computationally adapted to new architectures, being
able to run in CPUs and GPUs, also with the future expectation
to run in exascale computers. The long-term goal within the

FUSION group and in relation to this plan, is to develop a
series of modules that will work together in different problems
that occur in magnetically confined plasma reactors. Some
modules are already found in Alya’s environment, i.e. those
related to thermohydraulics and thermomechanics, neutron
transport and superconductor magnetic coils. The future per-
spective is focused on developing three new modules:

1) EQUILI. Able to solve the plasma equilibrium
2) MHDNOL. In order to describe nonlinear magneto-

hydrodynamics phenomena
3) MAXWEL. The module described in this publica-

tion, responsible of analysing the electromagnetic
behaviour of the plasma and its surrounding environ-
ment.

B. Formulation

By using the time harmonic and monochromatic expres-
sions of Maxwell-Faraday equation and Ampère’s law, they
can be combined in order to obtain the generalised expression
of a 3D vector wave equation (eqs. (1) and (2)).

∇×
(
µ−1 · ∇ ×E

)
− ω2ε ·E = −jωJ (1)

∇×
(
ε−1 · ∇ ×H

)
− ω2µ ·H = ∇×

(
ε−1 · J

)
(2)

It can be appreciated that this two expression have a
common form, which considering an invariant geometry along
a given coordinate axis, can be reduced to the 2D case:

−∇ · (p · ∇u) + q u = f (3)

being u our field of interest (Ez or Hz) and p, q and f
independent terms and coefficients related to the relative per-
meability µr, the relative permittivity εr and current density
J .

Up to now, the work has been focused in reproducing
a standard case, extracted from [4], in which they solve
the generalised homogeneous Helmholtz equation (eqs. (4)
and (5)), for a perfect electric conductor and for a dielectric
object, both isotropic and anisotropic, in a circular domain and
in absence of external sources. Helmholtz equation describes a
time independent wave propagation phenomena, such as plane
waves or, in this case, TM and TE propagation modes.

∇ · (Λµ · ∇Ez) + k20ε
zz
rcEz = 0 (4)

∇ · (Λε · ∇Hz) + k20µ
zz
r Hz = 0 (5)



(a) Toroidal cross section.

(b) 2D tokamak cross section.

(c) Full tokamak domain.

Fig. 1: Integration domain at different steps or degrees of approximation. Images are extracted from [5], [6], [7]

In eqs. (4) and (5), parameters are defined as k0 =
ω
√
ε0µ0,

Λµ =
(µr)

T
sub

| (µr)
T
sub |

and Λε =
(εrc)

T
sub

| (εrc)Tsub |
.

Matrices µr and εrc = εr− j σ
ωε0

are the relative permeability
and the complex relative permittivity tensors, whose sub index
corresponds to the xy 2 × 2 submatrix. εzzrc and µzz

r are,
consequently, the complex permittivity and permeability in the
z direction.

The anisotropic dielectric case is of most importance since
it can be adapted to a real plasma permittivity tensor, which
would allow to simulate the wave propagation inside a 2D
nuclear fusion reactor cross section. Some preliminary results
are shown in fig. 2. In this case there is an incident wave
coming from the left side, and it scatters in presence of a
dielectric object. Since we are solving eq. (4), in fig. 2a it
is shown the scattered field (Escat

z ) from the incident field(
Einc

z

)
, while in fig. 2b the total field Ez = Einc

z + Escat
z is

presented.

(a) Scattered electric field. (b) Total electric field.

Fig. 2: TM wave propagation under a circular anisotropic
dielectric object.

C. Conclusion

We have presented some preliminary results derived from
[4] as a first step towards a full implementation of the
Helmholtz equation solution in Alya’s environment. The final
goal of this work is to develop a complete module to solve

eqs. (1) and (2), in order to be able to retrieve a full charac-
terisation or simulation of an electromagnetic wave in a three
dimensional domain of a tokamak nuclear fusion reactor.
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EXTENDED ABSTRACT 

Up to 50% of cancer patients are diagnosed at a late stage 

with tumours that are often unresectable, leading to intensive 

treatments and a preventable loss of life. Whilst multiple 

detection screenings have been developed for advanced tumors, 

many have shown limited sensitivity and specificity for early-

stage malignancies. Hence, underscoring an urgent need for 

novel early detection strategies. 

 

Peptide screening to capture antibody signatures in blood has 

been extensively used in infectious diseases' diagnosis. 

However, cancer proteins are less foreign to the immune system 

thus epitope prediction approaches for tumour detection need 

to prioritise specificity. To this end, we used the SERA 

discovery platform (Serimmune) to interrogate plasma samples 

from 60 stage I LUAD patients and analyzed the obtained 

dataset with IMUNE algorithm to identify an enriched epitope 

motif shared across the cohort. To generate a customized 

peptide screening panel and to ensure the surface accessibility 

of the candidate epitopes, we implemented the Brewpitopes 

pipeline on the proteins that contain the motif. Brewpitopes 

works upon protein sequences for linear epitope prediction and 

crystal structures or Alphafold2 models for conformational 

epitopes. The pipeline leverages a compendium of state-of-the-

art B-cell epitope predictors and a series of bioinformatic tools 

to map the candidate peptides to extracellular protein regions, 

to avoid glycosylation sites and to locate them in the 3D surface 

of the protein to select accessible regions. 

 

The target epitope motif mapped to 24 human proteins (251 

candidate peptides (11-mers)). The use of Brewpitopes led to 

an optimized panel comprised of 7 target proteins and 42 

extracellular, non-glycosylated and surface-accessible 

candidates. The resulting panel will be validated in the 

NIMBLE early lung cancer detection study (>360 patients 

recruited to date). This study reports for the first time the 

implementation of Brewpitopes in cancer and displays its 

capacity to prioritize tumoral antigens for diagnostic purposes. 

 

A. Conclusion and Future Enhancement 

In this work, Brewpitopes has been adapted from a 

pathogen context to a cancer setting. 

The epitope pannel obtained will be validated in 300 plasma 

samples from patients with lung nodules susceptible to 

developing lung adenocarcinoma. 

The antibody immune signature discovered by this work 

could be used to detect early lung cancers. 
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Fig. 1  List of tumor-specific curated targets to design an epitope pannel for 

early lung cancer detection via antibody signatures in blood. In display, 

Alphafold 2 prediction efficiency, epitope location and coloured the surface 

accessibility metric (RSA). 
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I. EXTENDED ABSTRACT

Over the past 200 years, the average lifespan of humans has
grown at a remarkable rate. As a result, age-related diseases are
increasingly common in society, contributing to the burden of
global health [1]. Despite being a difficult term to characterize,
several hallmarks have been established regarding its cellular
and molecular mechanisms [2]. Among them, one of the most
documented ones is a gradual decline in immune function,
leading to a higher risk of immune-related diseases or a perma-
nent inflammation status (inflammaging) [3]. Previous studies
using peripheral blood mononuclear cells (PBMCs) hypothe-
sized that a combination of cell function decline, alterations
in the extracellular matrix’s characteristics, and tissue disarray
primarily caused by apoptosis, cellular communication, and
epigenetic modifications would likely result in this immune
dysregulation [4]. However, despite being highly accessible
cell types usually used in large-scale population genomics
studies, a full comprehension of the immune cellular and
transcriptional changes accompanying aging is still lacking.

Aging has also been associated with changes in cell-to-cell
heterogeneity [5] [6], defined as the difference in the measured
level of variation in gene expression among cells supposed to
be identical [5]. Single-cell technologies have been used to
study the relationship between aging and transcriptional noise
in a wide range of tissues and cell types [7] [8]. However,
current studies show inconsistencies in age-related cell-to-
cell gene expression variability [9] [10]. The use of different
computational methods along with the heterogeneity in the
datasets limits our ability to conduct meaningful comparisons
[5]. Therefore, developing a standardized strategy to study how
age affects transcriptional heterogeneity at cellular resolution
is necessary to resolve these inconsistencies.

To fill this gap, we aim to use the OneK1K cohort [11], the
largest available scRNA-seq dataset, to characterize the role
of aging in gene expression variability. This comprehensive
dataset, which encompasses more than one million human
peripheral blood mononuclear cells (PBMCs) from 982 indi-
viduals spanning a wide range of ages, allows us to profile
transcriptional noise at an unprecedented cellular resolution.
Our results will offer a comprehensive characterization of how
age influences transcriptional noise across immune cell types
both at the cellular and donor level, providing valuable insights
into the molecular and cellular alterations underlying aging in
the immune system.

A. Methodology

To pursue our objective, we use the OneK1K dataset.
It consists of scRNA-seq data from 1.27 million PBMCs
collected from 982 donors with Northern European ancestry,
categorized according to their transcriptional profiles into 14
distinct immune cell types spanning the myeloid and lymphoid
lineages.

To model cell-to-cell variability we use Scran [11], bench-
marked as the best-performing method. The method assumes
cell-to-cell variability (CCV) can be decomposed into biologi-
cal and technical components by analyzing the total expression
variance against log-normalized data. This fitted value for
each gene is used as a proxy for the technical component
of variation. The biological component of the CCV (CCV
biological) is then defined as the residual from this trend.
The resulting biological component is used to compute the
difference in CCV biological ( δ ) between two conditions: δ
= CCV biological (Old) - CCV biological (Young). Finally, δ
is normalized as a z-score and further converted to a p-value
under a normal distribution.

To model donor-to-donor variability, we use an approach
developed by Pique-Regi et al. [12]. This method uses a pseu-
dobulk approach by aggregating gene counts of each individual
to effectively account for zero inflation. Once aggregated, a
linear regression statistical model is fitted for each individual
following two steps: (1) Use a negative binomial model to
obtain the estimation of the mean and dispersion per gene
and remove the dispersion that can be predicted by mean
expression, obtaining the residual dispersion. (2) Fit a linear
model between mean and residual dispersion across genes to
detect differential variable genes (DVGs) by applying a log2
transformation. DVG are identified based on a false discovery
rate (FDR) threshold of 0.05.

B. Results

Cell-to-cell variability results using Scran identify 186
differentially variable genes across cell types. Surprisingly, all
of them showed a higher variability in young individuals. In
order to validate our results, we performed permutations 10
times and obtained a higher number of DVGs in many of them,
indicating the approach was not successful. We hypothesize
this is most likely caused by the high dataset’s technical
variability due to its sample size.

Given the poor performance of a single-cell approach,
we decided to explore variability changes at the donor level.



We performed a donor-to-donor variability analysis and found
4294 differential variable genes between young and old in-
dividuals. In particular, 1666 increased variability with age
whereas 2628 were less variable. We are currently validating
those results to show whether gene expression variability with
age could be studied in large-scale datasets using a pseudobulk
approach.

C. Conclusion

In this project, we study expression variability with aging
both at the cellular and the donor levels and show that the
currently available methodologies are not suitable for large
scRNA-seq datasets. We believe that novel methodologies must
be developed to provide a meaningful contribution to elucidat-
ing the transcriptional variation with aging at the single-cell
resolution.
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EXTENDED ABSTRACT 
Large language models (LLMs) have revolutionized the 

state-of-the-art of many different natural language processing 
tasks. Although serving LLMs is computationally and 
memory demanding, the rise of Small Language Models 
(SLMs) offers new opportunities for resource-constrained 
users, who now are able to serve small models with cutting-
edge performance. In this paper, we present a set of 
experiments designed to benchmark SLM inference at 
performance levels. Our analysis provides a new perspective 
in serving, highlighting that the small memory footprint of 
SLMs allows for reaching the Pareto-optimal throughput 
within the resource capacity of a single accelerator. In this 
regard, we present an initial set of findings demonstrating how 
model replication can effectively improve resource utilization 
for serving SLMs. 

A. Introduction 
Although the success of LLMs was traditionally attributed 

to scale, recent research suggests that a curated dataset might 
play an important role in training high-performance models. 
This paradigm shift, coupled with new serving optimization 
strategies, holds a substantial impact for a resource-
constrained user, that is now able to serve SOTA small 
models. This rise of Small Language Models (SLMs) 
represents a significant step forward in making AI more 
accessible. 

Despite the smaller size of SLMs, the incremental decoding 
of autoregressive language models limits the serving 
performance. Due to data dependencies in the self-attention 
layer, we process a single token per iteration, leading to 
matrix vector operations. This, coupled with the large cost of 
loading the model weights from memory, leads to very low 
arithmetic intensity during single-batch inference. One way to 
increase the arithmetic intensity, defined as the ratio between 
arithmetic operations and bytes accessed, is to batch requests 
and compute multiple tokens for the same transfer of weights. 
How large batches affect the serving performance of the less 
memory-demanding SLMs has yet to be explored. 

However, batching techniques demand memory to store 
key-value pairs of previously processed tokens. The space in 
memory dedicated to store the intermediate results of previous 
tokens is known as KV cache, and handling it naively leads to 
memory fragmentation. PagedAttention algorithm identified 
this challenge and effectively reduced memory waste by 
dividing the KV cache in blocks, allowing to store KV pairs in 
non-contiguous memory space. In our experiments, we 
leverage vLLM [1], a high-throughput online serving engine 

based on PagedAttention [1], to guarantee achieving the 
maximum batch size from our computational resources. 

In this work, we benchmark SLM inference at performance 
level. In this regard, we serve OPT models ranging from 
125M to 13B parameters in various online scenarios, sending 
requests generated from the ShareGPT dataset. We 
characterize the throughput and latency trade-off when the 
small memory footprint allows for large batches of requests. 
To the best of our knowledge, this provides a novel 
perspective, as previous inference benchmarking works are 
limited and primarily focused on large-scale serving. From 
our results, we observe that the Pareto-optimal throughput 
with small models is reached within the resource capacity of a 
single accelerator. This paves the way to new optimizations, 
such as partitioning of GPU resources in multi-model serving. 
In this context, we present an initial set of findings 
demonstrating how model replication can improve resource 
utilization for serving SLMs. 

B. Background 
Performance of an inference step on a given processor can 

be memory-IO bound, limited by the time spent accessing 
memory, or compute bound, limited by the time spent 
computing operations. The metric used to measure the 
limiting factor is the arithmetic intensity, defined as the ratio 
ops:byte between compute operations and bytes transferred 
from HBM memory. Due to the low arithmetic intensity in the 
autoregressive generation phase, the performance of single-
batch inference is commonly classified as memory-IO bound. 
This scenario is frequently found in memory limited scenarios, 
with large models and small batch sizes. Therefore, as long as 
memory-IO time overlaps compute time, we can theoretically 
increase the arithmetic intensity and improve the serving 
throughput without affecting end-to-end latency. 

However, as we increase the inner size of the matrix-matrix 
operations with larger batches, compute might become 
important. For instance, a linear layer with a large batch is 
usually limited by arithmetic. This might also be influenced 
by how continuous batching sequentially processes attention 
operations of different requests. With large batches compute 
time grows to be larger the memory-IO time, reaching a 
Pareto-optimal throughput frontier. Beyond that point, further 
increasing of the batch size does not improve the serving 
performance.  

C. Experimental setup 
The goal of our experiments is to characterise the 

performance of serving SLMs. Since these small models 
require significantly less memory than larger LLMs, we 
expect to batch enough requests to reach the throughput 



frontier within the memory available in a high-end accelerator. 
In our experiments, we increasingly allocate more memory to 
the serving system via distributed inference to find the Pareto 
optimality point.  

We employ models from the OPT family, with sizes 
ranging from 125M to 13B parameters. Introduced by MetaAI 
in May 2022, OPT belongs to decoder-only architectures such 
as GPT-3. The weights of the models are provided by the 
Transformers library from HuggingFace. We use an internal 
IBM cluster of machines composed of 4 NVIDIA A100 
GPU’s interconnected with NVLink. Each GPU has 40GB of 
HBM and a GPU memory bandwidth of 1555GB/s. In 
distributed inference, vLLM leverages the Megatron-LM’s 
tensor parallel algorithm.  

We generate 500 requests from the ShareGPT dataset, a 
collection of real conversations with ChatGPT. The prompt of 
each request is composed by 512 input tokens, and we limit 
the generation to 256 output tokens. This synthetic workload 
is intentionally restricted to study the effect of larger batches 
in a straightforward and consistent manner, providing an 
estimate of the amount of memory required to reach the 
optimal throughput. Each request is tokenized and sent to the 
vLLM engine through an http request, simulating a real-world 
deployment scenario. Although we include experiments with 
different arrival rates, we primarily focus on sending all the 
requests concurrently for various batch settings, helping to 
evaluate different batch configurations. It is worth noting that 
models larger than OPT-125m cannot process the 500 requests 
concurrently with a single GPU. 

D. Results 
We are interested in observing how large batches affect to 

the inference performance. While it proves challenging to 
batch even a small number of requests in LLM serving, SLMs 
introduce a unique scenario where a single accelerator can 
manage the memory requirements for storing a larger number. 
The performance implications of this aspect have yet to be 
explored. In this first analysis, we benchmark the system’s 
performance when serving small models of increasing size for 
different batch sizes. If the batch size cannot be achieved with 
a single accelerator, we distribute the serving across multiple 
GPUs to increase available memory.  

 

 
Fig. 1 Throughput and latency trade-off for models of increasing size and 
batch sizes in powers of two. With small models we observe that throughput 
reaches a Pareto-optimal frontier within the resource capacity of a single 
accelerator. 

GPU resources are scarce, and our previous results show 
that over provisioning memory to SLMs, therefore increasing 
the batch size, does not necessarily correlate to a performance 
improvement. With this knowledge in hand, we can limit the 
memory allocated to each model, and run different models in 
the same accelerator, or replicate the same model with 
multiple instances. We provide a first set of findings on how 
we can leverage model replication to improve end-to-end 
serving performance. 

 

 
Fig. 2 Average GPU utilization when serving OPT 125M, OPT 1.3B and OPT 
2.7B in an NVIDIA A100 GPU. The model is replicated up to three times, if 
possible. 

E. Conclusion 
This paper characterizes the serving performance of 

SLMs, highlighting the implications of memory allocation on 
inference throughput. Our analysis shows that for small 
models a single high-end accelerator has enough memory to 
reach a Pareto-optimal throughput frontier given a large batch 
of requests. Beyond that point, allocating more memory 
results in minimal or no improvements. In light of our results, 
we pave the way for new optimizations in model serving, 
presenting an initial set of findings that show how model 
replication on a single device improves overall inference 
performance. Further analysis should consider a more realistic 
serving scenario with heterogeneous requests and devices, and 
explore model replication with more suitable techniques. 
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I. EXTENDED ABSTRACT

Multicore interference that arises when several accesses
contend for the same shared hardware resources poses a
challenge to the already demanding consolidated verification
and validation practice. The Sequence-Aware Pairing (SeAP)
model approach exploits the parallelism granted by crossbars
to derive tighter contention bounds. We show that SeAP suffers
from scalability issues that hinders its applicability to more
complex contention scenarios. We address SeAP limitations
in terms of scalability by identifying two complementary
techniques to reduce SeAP execution time requirements. We
assess the proposed approaches to show how they effectively
enable the application of SeAP to large sequences of accesses
to the crossbar with limited impact on tightness, and scaling
gracefully with the number of co-running cores.

A. Introduction and Motivation

Accurately estimating the Worst-Case Execution Time
(WCET) [1] in Multicore Processor Systems on Chip (MP-
SoCs) is a formidable task, especially considering the extensive
hardware resource sharing inherent in such systems. Effective
contention analysis is crucial before MPSoCs can be confi-
dently deployed in high-integrity systems.

Contending accesses to Hardware Shared Resources
(HSRs) in MPSoCs demand sophisticated modeling ap-
proaches. One such approach, the Sequence-Aware Pairing
(SeAP) [2], exploits the precedence relation between accesses
to enhance contention modeling. However, SeAP’s computa-
tional complexity, inherited from the pattern-matching methods
it relies on, limits its scalability. Real-world multicore sce-
narios with numerous cores and extensive access sequences
exacerbate this challenge.

B. SeAP

SeAP’s reliance on precedence relations between accesses
marks an improvement over models based solely on access
counts [2], [3], [4], [5]. However, its computational demands
hinder its practical application in large-scale scenarios. While
SeAP provides tighter contention bounds, its scalability issues
become evident as the number of cores and access sequences
increase.
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Fig. 1: Execut. time of SeAP, COMP, SEGM & ASCOM.

C. ASCOM

SeAP’s scalability challenges prompt the development of
ASCOM, which comprises two key techniques: Composition-
ality (COMP) and Segmentation (SEGM). COMP leverages the
additive nature of contention timing interference, simplifying
SeAP’s complexity through a divide-and-conquer approach.
SEGM partitions access sequences into fixed-size segments,
reducing computational demands while maintaining accuracy.

COMP exploits the additive nature of contention timing in-
terference, significantly reducing SeAP’s computational com-
plexity. By independently analyzing sequences of contending
accesses, COMP achieves scalability without compromising
accuracy.

SEGM addresses SeAP’s scalability limitations by seg-
menting access sequences into smaller, manageable units. By
applying SeAP to these segments, SEGM achieves a balance
between computational efficiency and accuracy.

D. Experimental Evaluation

We conduct detailed experiments to assess the performance
of COMP and SEGM across various factors, such as sequence
size, number, dictionaries, and distribution patterns, focusing
on scalability, accuracy, and practicality of ASCOM in multi-
core systems.

Figure 1b illustrates the time efficiency of COMP compared
to SeAP in handling three sequences with sizes ranging from
1K to 100K elements, using a fixed sequence dictionary and
shape. COMP remains efficient (under 10 minutes) even for
larger sequences, while SeAP struggles, taking about a day
for 10K elements.

For accuracy, Figure 2 indicates COMP’s relative overesti-
mation compared to SeAP, with details on the Maximum The-
oretical Overestimation (MTO) from Table I. Overestimation
varies from 4% to 17%, averaging at 9.5%.
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TABLE I: Real (W ) and forced (W+) linearity weight func-
tion.

Slowdown
1 Request 2 Requests

R W R+R R+W W+W
W W+ W W+ W W+ W W+ W W+

LMU Read 1 3 3 4 4 4 6 6 8 8
LMU Write 1 4 3 5 5 5 7 7 9 9
PFlash Read 4 6 n/a n/a 11 11 n/a n/a n/a n/a
DFlash Read 34 35 n/a n/a 69 69 n/a n/a n/a n/a

1) COMP:

Execution time: Figure 1b compares the time required by
SeAP on 3 sequences or by leveraging compositionality with
COMP, for a fixed sequence dictionary and shape, by only
varying the sequence sizes from 1K to 100K elements. COMP
timing requirements remain affordable (<10 minutes) even
for larger sequences, whereas SeAP shows limitations with
average-size sequences (∼1 day for 10K elements).

Accuracy: Figure 2 displays the relative increase (overesti-
mation) incurred by COMP compared to SeAP. Each plot also
presents the Maximum Theoretical Overestimation (MTO),
representing an upper bound to the overestimation incurred
by enforcing linearity in the specific weight function W in
Table I. The observed overestimation ranges between 4% and
17% in the worst case, with an average overestimation of 9.5%.

2) SEGM:
Execution time: Figure 1a shows SeAP’s execution times

on a logarithmic scale for a 3-sequence scenario with varying
sequence sizes, comparing them to SEGM performance across
segment sizes from 1K to 50K elements. The execution time
reduction is proportional to the segment ratio; halving the
sequence size results in halving the execution time. The choice
of segment size should consider the impact on accuracy.

Accuracy: As we cannot extrapolate, to obtain a reference
SeAP result over full sequences, we focus on sequences with
10K elements. Surface plots in Figure 3 show accuracy across
varying numbers of segments (1, 2, 5, and 10) and different
sequence shapes/distributions, using various symbol/device
dictionaries. SEGM consistently provides accurate results, with
an average underestimation of 0.67%, peaking at 4.42% in the
7-symbol setup divided into 2-12, 1/10 segments.

3) ASCOM:
Execution time: Figure 1b shows that combining SEGM

and COMP significantly improves execution time compared to
using either alone for variable-sized sequences in a 3-sequence
scenario. This advantage over SeAP increases with the segment
ratio, as shown in Figure 1a.

Accuracy: Results for three sequences with 10,000 ele-
ments show that the accuracy impact of segmenting is minor
and less reliant on the sequence shape/distribution. Figure 4
highlights COMP’s dominance, as shown in the left wall of
each plot and detailed for COMP alone in Figure 2. When
combined with COMP, the accuracy loss from segmenting
(SEGM) is negligible (about 1% less), reducing the problem
effectively to a two-sequence problem where SEGM’s effect
is minimal.

E. Conclusions

In conclusion, our study presents ASCOM as a comprehen-
sive framework for scalable contention analysis in multicore
systems. By leveraging innovative techniques like COMP and
SEGM, ASCOM offers practical solutions to longstanding
challenges, paving the way for enhanced verification and
validation practices in modern computing environments.
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I. EXTENDED ABSTRACT

The discovery of novel therapeutic strategies against tumor
systems is often focused on combinatorial approaches and
in silico testing. The former is a consequence of the well-
known apparition of adaptive and acquired cancer resistance
mechanisms. The latter aims to alleviate the bottleneck of using
animal models or in vitro methodologies for drug research.

Our work aims to tackle both issues through the imple-
mentation of a digital twin of the AGS cell line for explor-
ing multidrug resistance in this cancer and novel therapeutic
strategies. Building off of the computational and experimental
work on novel drug synergies in Gastric Adenocarcinoma cells
from [1], we implement a PhysiBoSS [2] multiscale agent-
based simulation 3D model calibrated on experimental data
that replicates their found drug synergies. With this calibrated
model, we set to explore the efficacy of said synergies in light
of a heterogeneous resistant population.

A. Implementing a multiscale model of AGS

In order to set up a computational template that reflects the
experimental single and combined drug assays of [1] on PI3K,
MEK, AKT and TAK1. For this, we developed a simulation
setup that mimics the initial experimental cell disposition (a 2D
monolayer of cells), and cell growth until reaching confluence
by including a contact-inhibition function. Total assay time
(4200 min.) and drug injection time (1200 min.) were also
replicated in our simulations. On top of this, we employed
the AGS-specific Boolean Model (BM) from [1], embedded
as a signalling pathway within each agent in our PhysiBoSS
simulation. This model includes key regulatory elements of
known cancer signalling pathways (PI3K, AKT, MEK and
TAK1), which are the targets of the experimental drug synergy
assays from [1]. The output of this Boolean Model is a
complex simultaneous combination of pro-survival and anti-
survival nodes that affect growth rate and apoptosis rates
of a given agent, respectively. Moreover, a Simple Diffusion
transport model was employed to model the drug transport.

However, to add a more fine-grained control over the in-
terface between microenvironment, agent and Boolean model,
we developed four Hill-shaped transfer functions: 1) A transfer
function for the probability of deactivating a specific node of
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Fig. 1. Diagram showcasing the fully-implement PhysiBoSS AGS model. The
disk of cells is the initial setup of the simulation. Zooming into a single one
of the agents, on the right, there is an embedded Boolean model representing
major signaling pathways of gastric cancer. Here, external inputs such as drug
density imported are mapped to changes in specific nodes through a Hill
function. Similarly, readouts from the Boolean model are mapped to agent
phenotype rules.

the Boolean network according to the internal drug concen-
tration. 2) and 3) Transfer functions that affect growth and
apoptosis rate according to the pro-survival and anti-survival
readouts, respectively. 4) A transfer function was also used to
include contact-inhibition in our simulations that maps growth
rate to pressure, reflecting cell confluence in the simulation.

After building the PhysiBoSS model, we set to calibrate
its many parameters in order to faithfully replicate the exper-
imental growth curves from [1].
B. Simulation-based model calibration

Given the complexity of our simulation system shown in
Section I-A, and the amount of free parameters, mostly related
to Transfer function parameters, along with drug-specific ones
such as drug permeability, the most suitable approach for fit-
ting our experimental data is by simulation-based optimization
through heuristic methods. We do so with EMEWS [3], where
we employ the Genetic Algorithm (GA) and Covariance Matrix
Adaptation (CMA-ES) strategies in order to find the best sets
of parameters that replicate the experimental growth dynamics
of single-drug experiments from [1]. Using the experimental
dimensionless Cell Index counts as our ground truth, our
objective function is to minimize the RMSE between the
simulated and experimental normalized curves (See Fig. 2). We
perform this calibration on the single-drug experimental results
for the PI3K, MEK and AKT inhibitors. We first perform a
general calibration of all 14 parameters, from which we obtain
a subset of common parameters that show good fittings for all
three drugs. Then, we perform a parameter sweep for fine-
tuning the three remaining drug-specific parameters.



a

c

b

d

Fig. 2. Synergy comparison between experimental and simulation results. a. Simulated results from a combinatorial assay with PI3K and MEK inhibitors. b.
Experimental results from [1] of this same experiment. c. Simulated results from a combinatorial assay with AKT and MEK inhibitors. d. Experimental results
from this same experiment. Horizontal line in plots a and c indicates time of drug addition. In simulation results, standard deviation was also included.

C. Results

From the calibration with the full set of parameters (14)
within our model, we were able to correctly fit the ex-
perimental curves. Moreover, we found a subset of AGS-
specific parameters, identical for all three calibrated drugs,
that provided a good fitting (See Fig. 2). The subsequent
fine-tuning of these parameters showed not only an improved
calibration for each single-drug experiment, but it also allowed
us to find sets of drug-specific parameter values that would
correctly fit the experimental data and also showcase the same
synergies observed in [1] for the PI3K-MEK and AKT-MEK
combinatorial inhibitor experiments (Fig. 2).

The calibrated model is currently being employed for
implementing a heterogeneously resistant population, in order
to explore the critical effectiveness of state-of-the-art drug
synergy-based treatments in light of a more realistic tumoral
setting, with innate and acquired resistance to the injected
drugs. We see a correct implementation of our mutational and
heterogeneiety addition, and results regarding simulations with
this settings are currently being performed.

D. Conclusion

The present work aims to push forward the development
of in silico tools that allow for biologically realistic high-
throughput hypothesis testing in the context of drug resistance
emergence and overcoming. By integrating many different
sources of data at different biological and mechanistic levels,
our model can replicate experimental drug synergies within the
AGS cell line.

We argue that this is a modular in silico template that can
be used for testing different drugs in different cell-types, as
well as setting an ideal tool for researching the apparition

of acquired drug resistance through simulating heterogeneous
cell populations. For this, we believe it will further advance
research on novel cancer therapies and the much-needed over-
coming multi-drug resistance.
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EXTENDED ABSTRACT 

Targeted  Protein  Degradation  is  a  promising  therapeutic 
approach  for  the  regulation  of  proteins  involved  in  cancer, 
neuropsychiatric  diseases  and  other  disorders.  [1]  [2]  At  the 
core of this approach, lies the development of small molecules 
able to engage E3 ubiquitin ligases. To date, however, many 
E3 ligases have been deemed "undruggable". In this context, 
the combination of fragment-based drug discovery and 
allosteric regulation provides an appealing path toward 
targeting undruggable proteins. [3] 

In  this  work,  we  develop  a  structure-based  computational 
approach  to  elucidate  fragment  binding  modes,  aimed  at  the 
rational design of novel ligands targeting the Fbw7 E3 ligase. 
Fbw7  acts  as  a  crucial  tumor  suppressor  by  facilitating  the 
ubiquitination of key oncogenes such as Cyclin E, C-Myc, and 
Notch1, along with other vital proteins like DISC1. [4] [5]  

Previously,  our  research  group  had  identified  10  potent 
Fbw7  fragment  hits,  but  crystallography  efforts  to  determine 
the  complex  structure  have  not  been  successful.  Here  we 
present a computational workflow for the elucidation of 
fragment binding modes through Multiple-copies Association 
Studies (MAS).  

MAS combines classical molecular dynamics (MD) 
simulations with elevated ligand concentrations and employs a 
post-MD  clustering  algorithm  to  rank  the  probable  binding 
modes  and  determine  the  correct  one.  We  have  developed  a 
novel  LJ  potentials  adjustment  approach  to  mitigate  small 
molecule aggregation typically observed in water simulations 
with high concentrations of organic molecules, enabling MAS 
to be conducted at high concentrations of ligand.  

To  further  enhance  the  efficiency  and  scalability  of  our 
approach, we harness the power of High-Performance 
Computing (HPC), which enables us to conduct MAS at 
higher scales. By leveraging HPC resources, we accelerate the 
production  and  processing  of  the  MAS  molecular  dynamics 
simulations, facilitating the rapid identification and validation 
of ligand binding modes.  

With  the  help  of  HPC,  the  Multiple-copies  Association 
Studies approach holds promise for uncovering unknown 
binding modes  for  known small-molecule  binders.  In  this 
study, we first focus on the optimization and validation of the 
MAS  by  utilizing  a  diverse  benchmarking  set  with  protein-
ligand systems with crystallographic and binding affinity data. 
Subsequently, we present the results of employing the 
Multiple-copies Association Studies (MAS) approach to 
elucidate the binding modes of Fbw7 fragment hits previously 
identified using various biophysical techniques.  
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I. EXTENDED ABSTRACT

The Conjugate Gradient (CG) method is an iterative solver
targeting linear systems of equations Ax = b where A is
a Symmetric and Positive Definite (SPD) matrix. CG con-
vergence properties improve when preconditioning is applied
to reduce the condition number of matrix A. The Factorized
Sparse Approximate Inverse (FSAI) preconditioner constitutes
a highly parallel option based on approximating A−1. FSAI
is applied through two Sparse Matrix-Vector (SpMV) products
in each iteration of the preconditioned CG. The SpMV kernel
is memory-bound and is heavily influenced by the irregular
memory access patterns on x, which are driven by the locations
of the sparse matrix non-zero coefficients. A very important
aspect of FSAI is the definition of its corresponding sparse
pattern. While state-of-the-art solutions define this pattern by
exclusively taking into account numerical considerations, we
consider that low-level architecture-aware concepts should also
be taken into account.

In this work, we propose and evaluate an approach to ex-
tend FSAI sparse patterns based on two fundamental concepts:
First, an algorithm to extend sparse patterns that aim to reduce
the CG iteration count while keeping the cost per iteration
low. This optimization relies on low-level aspects of the cache
hierarchy architecture, like indexing mechanisms or virtual
memory management approaches for CPUs and the promotion
of coalesced data accesses on GPUs. Second, an approach to
filter out the smallest entries of the FSAI pattern extension
without degrading its convergence properties.

A. Introduction

The FSAI preconditioner is typically applied when solving
SPD systems [1], [2]. FSAI approximates A−1 considering
a factorization GTG. Therefore, it requires computing two
SpMV products in each iteration of the preconditioned CG,
y = GTGx. G is a sparse lower triangular matrix approximat-
ing the inverse of the Cholesky factor L of A. Given a generic
lower triangular sparse pattern S, FSAI obtains G via the
minimization problem, minG∈S∥I−GL∥2F , where ∥.∥F is the
Frobenius norm. This problem can be solved independently for
each row i of G by considering the local system ASiSigi = ei,
where ASiSi is the restriction of A to the coefficients of the
ith row of the sparse pattern S, and ei is the ith column of
the identity matrix restricted to the same space [2], [3].

Pattern S is usually defined following numerical considera-
tions. In Algorithm 1, we propose a redefinition of the process

Algorithm 1 FSAI, GTG ≈ A−1 with pattern extension

1: Threshold A to produce Ã.
2: Compute the pattern ÃN , and let the pattern, S, of G be

the lower triangular part of the pattern of ÃN .
3: Compute architecture-aware extension of the pattern

of G, Sext.
4: Calculate an approximation G̃ of the preconditioner,

and filter out entries of Sext according to its values.
5: Calculate G on the sparse pattern obtained from the

previous step.

to compute FSAI [3]. We add Step 3, which consists of adding
entries to the pattern S of G following a defined strategy:

Shared memory CPU context: The extension must not
increase the cache misses on accesses to the multiplying vector,
x, in the SpMV product. This is achieved by adding entries to
the pattern that require coefficients of x that are already loaded
by the initial pattern but not used. Ultimately, this means that
if an L1 cache line is loaded due to access on x and only
one of the brought elements is used in the initial pattern, the
extended pattern must ensure all of them are used. The cache
line size is the main parameter for this extension. The added
entries improve G spatial locality and GT temporal locality. If,
after the extension of G, the same process is followed on GT ,
the spatial and temporal locality are improved in both FSAI
SpMV products. We call this method the Factorized Sparse
Approximate Inverse with Pattern Extension (FSAIE).

GPU context: The extension must promote coalesced mem-
ory accesses and spatial locality. The SpMV product on GPUs
is typically distributed by rows, where each thread in a warp
computes one of them. In GPUs, performance is improved
when all threads in a warp access the same or contiguous
data. We obtain this by creating blocks of entries around the
initial ones of the warp size. With these blocks, all threads in a
warp require accessing the same entry in x at each step of the
SpMV product. Spatial locality is improved as the following x
accesses are contiguous for all threads. We call this method the
GPU-aware Factorized Sparse Approximate Inverse (GFSAI).

Distributed memory context: The extension must not in-
crease communication costs. Entries added to the pattern of
G must follow the CPU or GPU criteria and, in addition, not
generate any new communications either in G or GT . We call
these methods FSAIE-Comm and GFSAI-Comm.



The extended patterns shall be used to compute G. Al-
though the extended FSAI patterns deliver computational
benefits in the SpMV product, some of the added G coef-
ficients display small absolute values that have a negligible
contribution to the PCG convergence while incurring useless
memory accesses. For this reason, it is necessary to filter out
the entries with small numerical contributions to the inverse
approximation. This is Step 4 in Algorithm 1. The filtered
G matrix is not the best approximation to the inverse of the
filtered pattern, as minG∈S∥I−GL∥2F does not hold anymore.
For this reason, in Step 5, G is computed again.

B. Methodology

We evaluate our methods by applying them to the CG
solver and comparing them against FSAI. For all tests, the
initial residual norm is reduced by eight orders of magnitude.
We test different filtering-out values and report the averages
for all matrices with their best filtering option.

We evaluate FSAIE on a single node in three machines
based on Skylake, Power9, and A64FX architectures. We use
a dataset comprising 72 matrices from different domains with
a non-zero coefficient count between 48k and 4.8M. The cache
line size in Skylake and Power9 is 64 bytes, while for A64FX,
it is 256 bytes.

FSAIE-Comm is evaluated on three clusters based on
Skylake, A64FX, and Zen 2 architectures. We use a dataset
comprising 47 matrices from different domains with a non-
zero coefficient count between 1M and 40M. We also test a
larger dataset consisting of 8 matrices with non-zero entries
between 40M and 320M on the Zen 2 cluster. The cache line
size in Skylake and Zen 2 is 64 bytes, while for A64FX, it
is 256 bytes. We select a hybrid configuration for each matrix
of 8 CPU threads/cores per MPI process and a number of
processes that allow for good scalability of the results.

GFSAI is evaluated on a single node with two different
GPU architectures: NVIDIA V100 (Volta) and AMD MI50
(Vega 20). We use a dataset comprising 47 matrices from
different domains with a non-zero coefficient count between
700k and 115M. The warp size for NVIDIA and AMD is 32
and 64, respectively.

TABLE I. AVERAGE ITERATION DECREASE, AVERAGE EXECUTION
TIME DECREASE, HIGHEST TIME IMPROVEMENT, AND LARGEST

PERFORMANCE DEGRADATION OF FSAIE AGAINST FSAI ON SKYLAKE,
POWER9, AND A64FX. NUMBERS ARE PERCENTAGES.

Architecture Avg. iter.
decrease

Avg. time.
decrease

Highest. time
improvement

Highest. time
degradation

Skylake 16.60 15.02 56.72 -2.06
Power9 15.15 12.94 56.72 -12.35
A64FX 24.91 22.85 76.99 -0.96

C. Evaluation

Table I displays the results obtained on the shared mem-
ory CPU context. FSAIE obtains significant time-to-solution
improvements compared to FSAI, with a very small chance of
performance degradation. Skylake and Power9 64-byte cache
lines make the results of the two architectures similar. A64FX
has better results due to the larger 256-byte cache lines.

Table II displays the results obtained on the distributed
memory CPU context. As in the shared memory context, the
larger cache lines of A64FX lead to the best improvements.

TABLE II. AVERAGE ITERATION DECREASE, AVERAGE EXECUTION
TIME DECREASE, HIGHEST TIME IMPROVEMENT, AND LARGEST

PERFORMANCE DEGRADATION OF FSAIE-COMM AGAINST FSAI ON
SKYLAKE, A64FX, AND ZEN 2. NUMBERS ARE PERCENTAGES.

Small Set

Architecture Avg. iter.
decrease

Avg. time.
decrease

Highest. time
improvement

Highest. time
degradation

Skylake 21.33 17.90 55.09 -0.34
A64FX 31.32 26.44 62.63 0.49
Zen 2 20.64 16.74 57.52 -1.05

Large Set

Architecture Avg. iter.
decrease

Avg. time.
decrease

Highest. time
improvement

Highest. time
degradation

Zen 2 13.89 12.59 19.09 3.94

TABLE III. AVERAGE ITERATION DECREASE, AVERAGE EXECUTION
TIME DECREASE, HIGHEST TIME IMPROVEMENT, AND LARGEST

PERFORMANCE DEGRADATION OF GFSAI AGAINST FSAI ON NVIDIA
AND AMD. NUMBERS ARE PERCENTAGES.

Architecture Avg. iter.
decrease

Avg. time.
decrease

Highest. time
improvement

Highest. time
degradation

NVIDIA 27.48 23.83 63.58 -1.00
AMD 31.25 26.07 68.09 -0.45

Table III displays the results obtained in the GPU context.
The GPU extended G blocks, 32x32 for NVIDIA and 64x64
for AMD, allow for much larger pattern extensions than CPUs.
For this reason, the averages in time-to-solution are much
larger. The larger AMD warp size compared to NVIDIA
improves the performance of GFSAI.
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I. EXTENDED ABSTRACT

A. Introduction

GPT transformers are useful for various applications, of-
fering significant advancements in natural language processing
tasks. However, their operational costs are substantial has
shown in prior work which highlights the financial implications
of deploying these models [1].

Essentially, matrix-matrix multiplications (MMM), with
their intensive data movement and manipulation of arithmetic
weights, underscore the computational demands of these archi-
tectures. Naturally, these observations are also found in recent
efforts within the research community, which have concen-
trated on devising specialized formats and algorithms aimed
at mitigating these costs. These innovations include reducing
bit-width exemplified by Machine Learning eXchange (MLX)
formats (essentially small floats), specialized hardware such as
TPUs’ systolic arrays, model pruning of up to 40%, and more
recently, ternary and binary LLMs (see BitNets [2]).

We introduce a generator of ASIC kernels agnostic to the
PDK of MMM units for emerging and small floating-point
formats, followed by the evaluation of such units. Concretely,
our contributions include the automated generation of circuits
for any floating-point format with automated pipelining, a
systolic array architecture proposal—these two combined form
the foundation of MMM units, a framework to automate
the translation from high-level language (Python) to silicon
for such matrices, the generation of 4 arithmetic formats ×
2 accumulator configurations × 4 PDKs = 32 chips, and their
performance and efficiency evaluation, all provided as open
source.

B. Asynchronous and Parallel Compilation

The necessity for rapid generation of specialized circuits
primarily arises due to the challenges posed to the established
laws of computer science, including Dennard scaling, Moore’s
law, and the emergence of issues like power walls and the
dark silicon era. An advanced and emerging solution that keeps
pace is Open Source EDA, supported by its community [3].
In adopting this approach, we build our own open-source tool,
accessible online1. Figure 1 illustrates this framework, which

1https://github.com/Bynaryman/SUF
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Fig. 1. Schematic Overview SUF: Centralized Management of Asynchronous
OpenROAD Forks, Derived from Dependency Task Graphs. This illustration
also encapsulates the extended capabilities ranging from Code Generation
without manual RTL Writing to Advanced Plotting and Visualization Features.

facilitates the creation of multiple independent design entries,
transitioning from high-level Python descriptions to silicon
GDS outputs.

C. Functional and Performance Specifications

We define and assess four computational formats dis-
tinguished by their compactness and mathematical attributes
(dynamic range and precision). These include Nvidia’s e4m3
and e5m2, and the tapered formats, posit4 (es=0), and
posit8(es=2) [4], [5]. Another significant aspect of our work
is the proposal of two variations of internal paths for each
of these formats. Internally, we execute the dot product as
a fused operation (without rounding) in a fixed accumula-
tor with varying boundaries (bit weights for lsb/msb/ovf).
These variations, named α and β, are configured as follows:
(ovf = 2,msb = 3, lsb = −2) for an aggregate of 8 bits,
and (ovf = 5,msb = 5, lsb = −5) for the 16-bit model. The

Fig. 2. Area vs. Power for 28 different MMM units combining diffrent
computer format, accumulator sizes, and Process Development Kits.

https://github.com/Bynaryman/SUF


Fig. 3. Overview of the GDS layout of the 28 generated MMM units
categorized by Arithmetics vs. PDKs. Each layout has a congestion heatmap
which helps in the visualization of Processing Elements.

weights distribution of the embedding layers in the Llama-2-
7b model dictates these boundaries. All Systolic Arrays of this
work are set to 8 ·8 = 64 PEs, which ends the defintion of the
Functional specifications set.

We augment this set with Performance specifications across
four Process Development Kits (PDKs), specifically GF180,
Sky130hd, nangate45, and ASAP7, all of which remain open
source. The assessment of multiple PDKs facilitates the val-
idation of design scalability, obviating the need for often
imprecise manual scaling techniques.

D. Results

All configurations successfully “taped-out” within an hour,
with the exception of posit4β, culminating in a total of 28
produced chips. Figure 3 illustrates the 28 systolic arrays,
each a 2D mesh, arranged across arithmetic units versus
PDK dimensions. Figure 2 details the performance metrics for
the MMM units, indicating that beta costs exceed those of
alpha, as expected. Posit arithmetic units incur higher costs
relative to their counterparts of equivalent size and accu-
mulation capabilities. Nonetheless, this observation warrants
further investigation into accuracy (designated as future work).
The configurations e5m2 and e4m3 exhibit minor differences
and are positioned in closely situated clusters, reflecting their
similar hardware characteristics.

Figure 4 zooms in one of the chip, specifivally the e4m3
arith with beta accumulator for the Sky130 nanometer high
density PDK. The picture allows to see the PEs thanks to
routed congestion heatmap.

E. Conclusions

Overall, by the mean of a custom open source framework,
we are able to generate MMM units for several arithmetic
specifciations and ttechnology nodes. We show the perfor-
mance metrics of 28 distinct chips that have been generated
within an hour, which is possible thanks to open source EDA
tools.

As a future perpectives, we need to correlate the per-
formance metrics measured with accuracy metrics in order
to find the best entry in the vast accuracy/energy efficiency
design space exploration. In light of these promising results,
we ecnourage researchers to interact with our tool.

Fig. 4. Zoom-in view of the e4m3 beta chip with fine-tunes congestion
heatmap allowing to clearly distinguish the 8× 8 = 64 PEs.
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EXTENDED ABSTRACT
Natural proteins fold by minimizing their internal

energetic conflicts at their native states, satisfying the
minimum frustration principle. However, 10-15% of the
interactions between residues remain in energetic conflict
with their local environment and are known as frustrated
interactions. If a given energetic feature, energetically
minimized or in conflict, is conserved across members of the
same protein family it may hint to an evolutionary
requirement of the family. In this study, we investigate how
local frustration patterns have emerged over evolutionary
timescales in two specific protein families, namely the globin
and lactamase families.

Local energetic frustration quantifies how effectively a
residue-residue interaction's energy is optimized for folding
compared to random interactions within the polypeptide
chain's non-native conformations. Utilizing the Z-score to
assess the native energy against a distribution of decoy
energies, interactions can be categorized into three groups -
highly frustrated, minimally frustrated and neutral. Three
methods of generating decoys yield three distinct frustration
indices (FIs): mutational and configurational FIs for pairwise
contacts, and single residue frustration index (SRFI). [1]

We have inferred sequences of ancestral proteins in the
aforementioned families by performing Ancestral Sequence
Reconstruction (ASR) at different timepoints based on the
data from the family’s phylogenetic tree. We predicted
structures of ancestral and extant proteins using Deep learning
systems such as AlphaFold2 and ESMFold, and calculated
energetic frustration patterns with the Frustratometer tool.

We generated pseudotime dependent energetic profiles
for each residue in the family’s Multiple Sequence Alignments
that describes how energetic constraints changed through
evolution, fulfilling functional requirements of the family. We
identified particular amino acid positions as important for
functional divergence of extant groups of proteins. (Fig. 1)

Fig. 1 Energetic frustration profile through time of the superfamily of globins
for K40 residue. K40 residue is found with highly conserved energetic
frustration in α globins and all the main common ancestors, while in β globins
it differentiates.

In the lactamase family, we found some of them to be of
high importance for the antibiotic resistance mechanism
while in the globin family changes obey differential
protein-protein interaction needs. We were able to trace such
amino acid substitutions back in time to create a time
dependent profile of events that led to the extant state.
Additionally, we found that single-residue energetic
frustration does not necessarily get maximized to advance the
functionality trait associated with particular residue, but
instead shifts to the neutral zone, which has been described as
a relaxed state, allowing for more functional opportunity and
flexibility for the protein. (Fig. 2)

Fig. 2 Phylogenetic tree of lactamase family showing change of energetic
frustration through evolution for the residue K234. In the clade of Vibrio sp.
there was a change from highly frustrated to neutral.

Based on the previous studies in the family of lactamases,
the catalytic residue K234 was found to play an important role
in avibactam-mediated inhibition of the enzyme when mutated
to arginine (K234R). This particular mutation was noted to
shift energetic frustration to neutral level and was recorded in
Vibrio clade. [2] In addition to K234R, another residue
R220M has been associated with the same behavior.
Surprisingly, both of these amino acid substitutions
correspond to the Vibrio clade in the phylogenetic tree.
Substitution R220M was found in Vibrio splendidus
particularly. [3] These results, along with the previous
experimental findings, suggest that Vibrio bacteria is more
resistant to ampicillin-avibactam inhibition compared to other
bacteria due to having these particular substitutions along with
a change of energetic frustration at the same sites.

https://www.linkedin.com/in/marko-ludai%C4%87-6b7803260/
https://scholar.google.es/citations?user=TRGamd0AAAAJ&hl=es
https://scholar.google.com/citations?hl=en&user=4iB725QAAAAJ&view_op=list_works&sortby=pubdate


To represent mutational frustration residue-residue contacts
of particular globin groups (ɑ, β, myoglobin and neuroglobin)
we made networks of residues that were in contact using
mutational frustration. Mutational frustration indicates how
the frustration changes as a function of the amino acid
identities for a given pair of positions. Contact residue
networks of selected ɑ and β globin residues suggest that ɑ
globins are the group which frustration is the highest as they
have many highly frustrated contacts and the overall
frustration profile differs from the one found in β, and
especially myoglobin and neuroglobin groups. (Fig. 3)

Fig. 3 Residue-residue contact networks for each group in the superfamily of
globins.

To summarize the information from the contact networks we
conducted a statistical analysis. We concluded that out of the
four extant groups of globins, ɑ globins have the highest
frequency of maximally frustrated contacts. The same pattern
was observed for the common ancestors which suggests that ɑ
globins are closely related to globin ancestors, and even more
closely related to the ancestors than other extant groups of
globin. This furthermore suggests that the functions of ɑ
globin alone are more similar to those of the ancestors,
identifying ɑ globins as evolutionary oldest members of the
superfamily.

Fig. 4 Frequency histogram of energetic frustration in each extant globin

group and main common ancestors. Different colors represent different
frustration states (red - highly frustrated, green - minimally frustrated, gray -
neutral).

While exact mechanisms of how protein families evolved
through evolution and developed their functional
characteristics remain unexplored, our approach aims to bring
new insights and suggests how energetic constraints have
shaped evolution. We believe that this methodology can be
generally applied to any other type of protein, globular, non
globular or even disordered ones.
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A. Introduction
 Enzymes,  especially  proteases,  play  a  critical  role  in

numerous industrial processes, including detergents, cosmetics,
and food. Proteases account for 60% of the enzyme market [1]
and  are  a  significant  ingredient  in  detergent  formulations,
representing  approximately  30% of  worldwide  enzyme sales
[2]. 

However,  the  high  cost  of  production  remains  a  major
obstacle  to  their  industrial  use  as  an  alternative  to  chemical
formulations. To address this challenge, it is crucial to improve
enzyme activity  and promiscuity.  Increasing  enzyme activity
makes  the  reaction  more  efficient,  reducing  the  amount  of
enzyme  required  while  enhancing  promiscuity  allowing  a
single enzyme variant  to eliminate  a wider  range of  organic
stains.

To  enhance  an  enzyme's  activity  and  promiscuity,  a
promising  strategy  is  to  create  secondary  active  sites  with
substrate  specificity  that  complements  the  primary  site  [3].
However, industrial subtilisin detergent proteases have limited
cavities, making it challenging to add new catalytic pockets. To
address  this  issue,  we  introduce  a  novel  enzyme  design
approach that searches the protein surface for locations to insert
extra catalytic triads while simultaneously enhancing substrate
binding.

B. Methodology
First,  a  Monte  Carlo  simulation  is  run  to  find  alternative

binding sites with our in-house PELE Monte Carlo algorithm.
PELE evaluates  the binding energy  of the ligand around the
surface of the protein while exploring the conformation of the
protein-ligand complex. For each newfound site, an exhaustive
search is performed to insert a new catalytic triad. This is done
by first selecting all possible residues within a distance of the
ligand that could be mutated to serine, the residue that performs
the nucleophilic  attack  during  catalysis.  For  each  serine,  we
then  find  all  neighboring  residues  that  could  be  mutated  to
histidine,  and  the  same  is  done  to  find  possible  aspartic  or
glutamic acid residues to obtain the rest of the necessary amino
acids to form a catalytic triad.  All the possible combinations
are then evaluated in the design phase.

Fig. 1  Representation of the surface exploration of additional binding sites and
example of putative inserted catalytic triad.

The design protocol utilizes a Monte Carlo search to perform
conformational sampling of the protein-ligand complex while
proposing  mutations  that  stabilize  the  configuration.  Only
residues defined inside a sphere within the closest contacts of
the inserted triad are mutated, while a second sphere designates
residues to repack. To maintain triad stability while minimizing
energy,  a  distance  constraint  is  applied  during  the  process
which is lifted after each step to record unconstrained energy
changes.  These mutations result  in a binding complementary
surface  at  the  protein  crevices,  allowing  for  catalytically
competent ligand binding.

C. Results
The protocol was applied to several industrial proteases used

in the detergent industry, using peptides based on casein as the
ligand.  To  ensure  peptide  binding  stability  and  proper  triad
formation,  the  resulting  enzymes  were  validated  using  both
molecular dynamics and Monte Carlo PELE simulations.

The  validation  results  demonstrate  that  the  protocol
successfully  achieves  its  initial  goal  of  designing  additional
stable  triads  that  provide  an effective  binding surface  to  the
ligand.  Some of  the  enzymes  designed  showed  low binding
energy  conformations  based  on  the  PELE  simulations  and
maintained catalytic distances between the triad and the ligand
throughout the molecular dynamics simulations.

The  best  designs  in  terms  of  ligand  binding  and  triad
preorganization were evaluated experimentally. Initial protease
activity assays show an increase in specific activity of up to 5
fold  compared  to  the  native  enzyme.  Additionally,  some
designs also presented higher values of expression which may
be attributed to the additional mutations stabilizing the overall
protein.

D. Conclusions and Further Work
Despite the initial challenge of working with enzymes with

few alternative pockets, such as subtilisin proteases,  the new
protocol  successfully  obtained  designs  with  high  binding
energies  and  preformed  catalytic  triads  in  computational
simulations.  Furthermore,  initial  experimental  activity  assays
show promising results with designs that show improvement in
both activity and expression. Additional experimental research
is required to better characterize the newly designed active sites
as  well  as  evaluate  their  capacity  in  a  detergent  industrial
context.

Another possibility that  arises given the positive results is
combining the designs of the active sites which demonstrated
more potential into a single enzyme with more than two active
sites possibly increasing the activity even further.
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I. EXTENDED ABSTRACT

Aiming at developing new numerical tools focused on
plasma magnetic confinement in nuclear reactor’s cores, a
project has been initiated by the Fusion group at the Barcelona
Supercomputing Center (BSC). We present the first steps
towards the implementation and development of a new module
EQUILI within the framework of ALYA [1], a coupled multi-
physics simulation code using high performance computing
techniques and specially designed to run on supercomput-
ers such as Marenostrum hosted at BSC. The new module
EQUILI will solve the Grad-Shafranov [2] equation using
Finite Element Method [3] with embeded geometry, in this
case implementing more specifically a CutFEM [4] algorithm.

A. Grad-Shafranov equation and problem layout

The Grad–Shafranov equation describes the equilibrium
for a two dimensional plasma in ideal magnetohydrodynamics
(MHD) by means of the poloidal magnetic flux ψ. The force
balance is achieved by driving a current inside the plasma
that produces a Lorentz force to counter the plasma pressure
gradient. Deriving from the MHD equilibrium equations and
assuming toroidal axisymmetry, for instance the plasma con-
tained in a Tokamak device, the Grad-Shafranov equation [2]
can be written in cylindrical coordinates as

∆∗ψ ≡ ∂2ψ

∂R2
− 1

R

∂ψ

∂R
+
∂2ψ

∂Z2
= µ0RJϕ(R,ψ) (1)

where ∆∗ is the toroidal elliptic operator and Jϕ represents the
plasma toroidal current. In addition to Jϕ, electrical currents
are also carried in toroidal and poloidal magnetic field coils
outside the plasma chamber to produce the confining magnetic
field, as shown in figure 1. The red rectangle corresponds
to the computational domain, in which an approximate so-
lution [5] for the ψ field is represented. The plasma magnetic
confinement coils (PF1, PF2...) and solenoids (CS1U, CS1L...)
are placed outside the computational domain considering the
configuration built in ITER, at locations (Rc

i , Z
c
i ) [6] with

current intensity Ii [7], i = 1, 2...nc with nc the total number
of external confining magnets.

In figure 1, we observe the presence of different elements
characterising the plasma domain P(ψ): the magnetic axis,
which corresponds to a local extremum of ψ, and two saddle
points. The active saddle point fixes the lowest point of the
plasma domain’s separatrix. The separatrix corresponds to the
last closed magnetic flux surface and will be considered as the
plasma domain boundary ∂P . That is, outside the separatrix

Fig. 1. Axisymmetrical plasma equilibrium problem layout according to
ITER configuration (position of coils, solenoids and expected distribution of
poloidal magnetic flux ψ isosurfaces). [5]

there is no plasma, and therefore we have Jϕ = 0. The Grad-
Shafranov problem can hence be written as follows:

∆∗ψ =


µ0RJϕ(R,ψ) (R,Z) ∈ P(ψ)

µ0RIi (R,Z) = (Rc
i , Z

c
i )

0 otherwise
(2)

B. Free-boundary problem numerical treatment
While the coil current can be individually adjusted to

accommodate a variety of plasma pressure and current profiles
in terms of plasma positioning and shaping, the current carried
by the plasma Jϕ depends directly on the shape of P(ψ), which
at the same time is affected by Jϕ. Due to this coupling,
the problem needs to be solved using an iterative method
where the plasma shape P(ψ) is not fixed and evolves towards
the equilibrium configuration. This corresponds in fact to
a free-boundary problem. Nonetheless, the ψ values on the
computational domain’s boundary (red rectangle), ψB , need to
be fixed in order to solve the Grad-Shafranov equation in the
domain. Such values are computed using the elliptic operator
∆∗’s corresponding Green’s function. The general solution
strategy for solving the free-boundary problem involves thus
an iterative approach based on a double loop structure: in the
external loop, the methods looks for the convergence on the
boundary values ψB , computed as mentioned earlier; in the
internal loop, the algorithm solves the Grad-Shafranov problem



Fig. 2. Normalised ψ̄ obtained for the a) initial guess, b) first and c) second iterations. The plasma boundary ∂P(ψ̄) used from the previous iteration is drawn
with a red line, while the ψ̄ 0-level contour has been represented using a black line. Moreover, local extremum and saddle point have been indicated using a
red and orange cross respectively.

using boundary conditions ψB obtained during the external
iteration. The fact that the plasma domain P(ψ) will evolve
towards the equilibrium solution calls for the implementation
of a Finite Elements Method which must be able to easily track
such changes in the geometry of P(ψ). That is why we have
selected CutFEM [4], as boundaries are defined using level-set
functions. There is no need for re-meshing or moving mesh
nodes, and here lies precisely the strength in using geometry
embeded methods.

A usual practice consists in normalising variable ψ [5]
respect to its value at the magnetic axis, ψ0, and at the active
saddle point, ψX , such that

ψ̄ =
ψ − ψX

ψ0 − ψX
(3)

This way, the plasma boundary ∂P can be tracked by the ψ̄
0-level contour. Also, the source term Jϕ is typically provided
as a function of ψ̄. Jϕ is also normalised so that the total
current circulating through the plasma domain surface remains
constant [5].

Due to the easier implementation, a first stand-alone pro-
totype for EQUILI has been build using Python, also in order
to check the performance of CutFEM when solving a free-
boundary problem.

C. Numerical results
Figure 2 presents the results obtained using a first version

of EQUILI developed in Python. The different subplots show
the resulting ψ̄ obtained from solving the CutFEM system.
Departing from the initial guess ψ(0) [6] and an initial plasma
region P(ψ(0)) [8], we observe substantial changes in the
first iteration (figure 2 b)): first, boundary conditions ψB

are applied, driving the emergence of both local extremum
and saddle point in the ψ field; then, after normalisation we
see how the 0-level contour for ψ̄ defines a bigger domain
than the original plasma shape P(ψ) (red contour), in which
we assumed Jϕ ̸= 0 for the calculations. Hence, we can
see how P(ψ) is changing in order to reach the equilibrium
configuration. Now, the computed ψ̄ 0-level contour is taken
as the new plasma shape P(ψ) for the next iteration. For
figure 2c) we observe in this case that P(ψ) doesn’t change,
as the concentric ψ̄ isosurfaces pattern appears inside it. The
stepped black contours around ∂P(ψ) are due to the low mesh
resolution employed for this simulation.

D. Conclusion
In conclusion, both the double loop structure and CutFEM

implementations seem to perform correctly when solving the

free-boundary Grad-Shafranov equation. Further steps will
consist, on one hand in considering the Tokamak first wall
geometry so that the boundary conditions ψB are calculated
and prescribed on that interface; on the other hand, the
translation of the algorithm into ALYA as a new independent
module EQUILI.
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I. EXTENDED ABSTRACT

Eukaryotes differ from prokaryotes in deep and funda-
mental ways, a divide so deep it has been termed the major
evolutionary transition since the origin of life itself[1]. The
Last Eukaryotic Common Ancestor (LECA) stems from the
endosymbiosis of an alphaproteobacteria-related bacterium[2]
into an Asgard-related[3] archaeal host. However, the nature
and complexity of such host remain hotly under debate, as do
the relative timing and origin of the rest of hallmark eukaryotic
features.

The main objective of this work is to understand the
functions of the gene families brought into LECA in the major
waves of gene acquisition and how they integrate into the
metabolism of the organism, as well as the part they played in
the complexification of cells in the path to LECA.

A. Introduction

The origin of eukaryotes has long been a huge enigma
for evolutionary biology. There is a sharp divide in the
organizational complexity of the cells between eukaryotes
and prokaryotes [4].In fact, eukaryotes possess a cellular and
regulative complexity unprecedented in prokaryotes: a nu-
cleus which allows uncoupling of transcription and translation,
a sophisticated endomembrane system, a complex, dynamic
cytoskeleton an a unique sexual cycle[5], not too different
from many extant unicellular eukaryotes, and which allowed
evolution into multicellularity several times independently[6].

Many of such complex features an be traced back to the
Last Eukaryotic Common Ancestor, an organism estimated
to have lived in the Proterozoic (ca. 1.9–1.6 Ga)[7]. How-
ever, the path from a prokaryotic-like organism (the First
Eukaryotic Common Ancestor, or FECA) to LECA (a process
termed eukaryogenesis) (Figure 1) involved, at minimum,
the endosymbiosis of an Alphaproteobacteria-likebacterium
(which would later become the mitocondria) [2] and an Asgard
host[3]. However, this scenario leaves many of LECA’s fea-
tures unaccounted for [8]. Studies on Asgard archaea can help
elucidate which features were already present in the Asgard-
like FECA [9], yet there exists a bridge between FECA and
LECA that cannot be bridged with this alone.
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Fig. 1. Phylogenetic view of eukaryogenesis. Adapted from [10]

There is increasing evidence that eukaryogenesis likely
involved events of gene acquisition other than the alpha-
proteobacterial endosymbiosis[11], which could even precede
it in time[12].

The burst of available genomes and transcriptomes from
diverse microbial eukaryotes, including newly-discovered su-
pergroups such as Provora [13] and Hemimastigophora [14],
along with an improvement of phylogenetic reconstruction
pipelines and computational resources makes this a prime
time for an assessment of the number and nature of the
waves of gene acquisition on the path to LECA, their putative
donors, and their integration into the metabolism of the proto-
eukaryote.

B. Inference of LECA Gene Families

We queried available genomes from diverse eukary-
otes to form three alternative, taxonomically balanced pro-
teome databases (termed TOLDB-A, TOLDB-B and TOLDB-



C). We then clustered the proteins into orthogroups with
OrthoFinder[15], using BLAST as an aligner, and selected the
orthogroups that could be assumed to have been present in
LECA by taxonomic criteria, under different levels of strin-
gency. We then searched for putative prokaryotic homologs
of these gene families with a Hidden Markov Model (HMM)
search against an in-house database of proteins comprising all
realms (BROAD-DB). In subsequent steps, we inferred phylo-
genetic trees and pruned species, until left with a collection of
Maximum Likelihood trees from which the prokaryotic sister
to the LECA gene families could be assessed. The prokaryotic
sister was then subsequently identified, and gene families were
functionally annotated via KEGG[16] Orthology (KO).

C. Metabolic reconstruction

We assessed the pathway distribution of KO objects by
parsing the KGML files of the different KEGG pathways
via an in-house script based on the packages KEGGREST
and Pathview. In brief, per each metabolic pathway each KO
was linked to their corresponding KEGG REACTION, and
the distribution heatmaps were assessed as the percentage of
reactions by the given module out of the total number of
reactions in the pathway and module, respectively. For non-
metabolic pathways, summarizing at the reaction level was
not possible, and therefore the distribution was assessed by
assigning the KOs to the pathways directly. We then visualized
the results with the R package pheatmap.

D. Results

Results show the implication of several prokaryotic lin-
eages in the main waves of gene acquisition towards LECA,
including known sources such as Alphaproteobacteria and
Heimdallarchaeia, coupled with several others whose impor-
tance in eukaryogenesis has been underexplored. The gene
families supplied by these donors belong to different KEGG
Orthologs, with minimal overlap, despite being widespread
across pathways. We also see enrichment of KEGG pathways
both in the donor contribution to the LECA proteome and the
eukaryotic innovations.

E. Conclusion

In this study, we assess the KEGG pathway composition
of the main modules of gene acquisition in LECA, observing
clear differenciation of the gene donors in the function of the
genes they contributed.
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I. EXTENDED ABSTRACT

Recently, an increasing number of studies have revealed a
high degree of discordance between genes phylogenies and the
corresponding species histories. This phenomenon can arise
from three main factors: i) analytical errors, ii) differential
duplications and losses and, finally, iii) non-vertical evolution
processes such as hybridization or horizontal gene transfer
(HGT). Hybridization is generally an important factor on
relatively short evolutionary timescales, when two different
lineages can still produce viable offsprings. HGT, defined
as the non-sexual movement of genetic information between
genomes [1], can act on much larger evolutionary timescales
instead [2].

Even though it is complicated to separate analytically these
three factors, we are starting to appreciate how tangled evo-
lution can also be in Eukaryotes. Especially considering that
the absolute majority of eukaryotic organisms are unicellular
(Fig. 1). The degree to which non-vertical processes affect
eukaryotic evolution however, is still debated [3]. Thanks
to the availability of new genomes and methodologies, we
can start trying to systematically evaluate it. We will use
two computational approaches to do this. First, reconcilia-
tion, which can quantify horizontal evolution within a clade
by modelling evolutionary events to explain the differences
between genes and species trees. Secondly, by scanning whole
eukaryotic proteomes in a Tree of Life (ToL) scale database to
detect patchily distributed genes, which is a distinctive feature
of HGT genes. We intend to apply this pipeline across all
eukaryotic groups with sufficient genomic representation.

Ultimately, given the taxonomic incompleteness, pervasive
contamination and different analytical errors, our project en-
deavors to establish an updatable and reproducible framework
that will serve as a foundation for future research efforts, facil-
itating the integration of new, or less contaminated, genomic
resources and the refinement of analytical techniques as they
become available.
A. Gene trees-Species tree reconciliation

In order to detect intra-clade horizontal evolution we need
to model the evolutionary events (duplications, transfers and
losses) observed in the gene trees given the species history.
This process is called reconciliation (see Fig. 2A). To obtain
the gene trees, we first cluster proteins in gene families using
OrthoFinder [5]. Each gene family phylogeny is then computed
with IQ-Tree [6]. The species tree is inferred both with a
concatenation method, using the markers from PhyloFisher [7],

Fig. 1. Consensus of the eukaryotic tree of life. Illustrations from [4]

and with different summary methods: where the information
coming from the gene trees topologies rather than from the
actual sequences is used. The final species tree is the consensus
of all the methods. The reconciliation is computed with AleRax
[8], a recent software that can infer duplications, transfers and
losses events with a fully probabilistic model that can also
account uncertainties in the gene tree estimation.
B. Interdomain HGTs

We get one representative sequence per orthogroup and all
the orphan genes (i.e. genes without clear homologs within
each dataset) and we look for homologs in a ToL scale
database. If the hits to the query gene show a patchy taxonomic
distribution, (for example, if most homologs are from bacteria)
we compute the gene phylogeny to better understand its history
and, if possible, identify the donors and acceptor involved in
the putative HGT event (see Fig. 2B).
C. Results

Currently, the computational pipeline is in active develop-
ment. We created a reproducible and customisable workflow
to build a representative ToL database that maximises the
eukaryotic taxonomic coverage with proteomes from UniProt
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[9], EukProt [10] and P10K [11], prokaryotic proteomes from
GTDB [12] and viral genomes from RefSeq.
D. Conclusions

A systematic analysis of non-vertical evolution in Eukary-
otes with consistent parameters is needed. This is because
generally, different methods are used for each genome, making
it difficult to compare results among studies [1]. Further,
previous systematic efforts only explored interdomain HGT
events [13].
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I. EXTENDED ABSTRACT

A. Introduction

Air pollution exposure is the leading environmental health
risk due to its detrimental respiratory and cardiovascular effects
[1]. Assessing a population’s exposure is a challenging task
because of their complex mobility patterns. Ignoring this factor
could lead to systematic biases when evaluating the effect of
air pollution on health outcomes [2].

B. Methods

In this study, we used a public mobility dataset [3]
representative of the population of Catalonia to estimate
mobility-informed air pollution exposure (dynamic estimates)
and quantify the bias committed when population dynamics
are neglected (static estimates) [4][5]. The mobility dataset
is extrapolated from a sample of mobile phone users and is
aggregated over mobility areas at hourly resolution. We ex-
tracted the trips taking place between home and work locations
(recurrent mobility) to construct the dynamic population, i.e.
the distribution of residents of a home area among the rest of
areas. Fine-grained air quality data of 2022 for NO2, O3, PM2.5

and PM10 [6] was projected over the mobility areas to compute
air pollution exposure, and static and dynamic estimates were
compared.

C. Results

Between 84 and 95% of the mobility areas showed sig-
nificantly different dynamic exposure estimates for any of the
four pollutants (Table I). The magnitude of these differences
was not large enough to entail a relevant health impact when
considering the aggregated populations (the mobile population
supposed 10% of the population of an area, on average). How-
ever, some of the mobile populations were exposed to unsafe
air pollution levels (over the daily Air Quality Guidelines
limit) for an important additional number of days than we
would expect on a static setting, especially for NO2 (up to
60 extra days). Spatially, the areas surrounding the Barcelona
Metropolitan Area (BMA) tended to have increased dynamic
exposure estimates for NO2, PM2.5 and PM10—and decreased
for O3—(Figure 1) caused by their flows of people going to
work to the BMA (Figure 2).

TABLE I. Number of tests (or mobility areas) where the dynamic-static
exposure difference was significantly different from zero (N=584 tests).

In the ’all population’ column, dynamic exposure estimates were calculated
with respect to all the population of an area; whereas they were calculated

with respect to ’mobile population’ in its respective column.

Pollutant No. rejected tests (all
population)

No. rejected tests (mobile
population)

NO2 554 (94.9%) 553 (94.7%)
O3 527 (90.2%) 529 (90.6%)
PM2.5 513 (87.8%) 518 (88.7%)
PM10 490 (83.9%) 493 (84.4%)

D. Conclusions

This study evidences and quantifies the negative effect of
the BMA on the exposure to air pollutants in the surrounding
populations. In addition, we highlight the importance of using
mobility data with high spatial resolution when assessing
dynamic air pollution exposure at the population level. If
the resolution is not high enough, although more accurate,
the dynamic estimates will not differ much from the static
ones. Due to the privacy problems of releasing finely-resolved
mobility data, the most viable cases where mobility could be
used to fine-tune exposure analysis are private studies at the
individual level, like cohort studies.

E. Future Work

We are underestimating recurrent mobility given that we
only consider the trips taking place between home and work
locations. We plan to obtain more representative mobility
estimates by adding the trips between other activities and work
on top of the trips between home and work (we will assume
[others ↔ work] trips are proportional to [home ↔ work] trips
between any two areas).

In addition, we will do a complementary analysis where
we identify the areas which are contributing more to the
exposure of the whole population, considering the number of
people present in the area at a certain time and the pollutant
concentration (we will construct an exposure indicator with
units [people × concentration × time]).

We also plan to assess the health impact associated to air
pollution exposure by using the dose-response functions of
exposure to pollutant concentration (dose) and mortality risk
(response) given by the World Health Organization [7].



Fig. 1. Spatial pattern of the pseudomedian dynamic-static exposure difference in the ’all population’ case for NO2.
Pseudomedian exposure difference (dynamic minus static) estimator of each mobility area, colored by quantiles. A striped pattern is placed over the areas where
the significance test for the exposure difference was not rejected.

Fig. 2. Annual dynamic population components of Begues (population of
7,356), which presented higher NO2 dynamic exposure estimates than static
ones.
The arrows indicate the annual mean counts of people travelling recurrently
from the home area to each destination. Mobility areas are colored by annual
mean NO2 concentration. Labels indicate areas that receive great flows of
people together with their NO2 value.
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EXTENDED ABSTRACT 

The question of the refugees is a global and urgent question 

all around the world. In Europe, migration is a main issue in 

politics, as the continent counts 24.9 million forcibly displaced 

people or stateless people – numbers that increased during the 

Ukraine conflict [1], [2]. 

But in other parts of the world, such as Brazil, refugees have 

become a recent social topic, as the political conflicts in 

Venezuela increased, mainly since 2015. In November 2023, 

the R4V (Response for Venezuelans) Regional Interagency 

Coordination Platform counted 510.499 Venezuelans living in 

Brazilian territory [3], what mobilized the society and the 

national and local governments and other State institutions to 

build temporary and permanent policies for refugees [4].  

In this study, we will focus on presenting the differences of 

analyzing discourses about refugees in Brazil, with few 

analysis so far, compared to other researches made in other 

parts of the world, mainly in Europe [5]. Those analysis bring 

different aspects of discourses, from specific profiles/pages or 

countries, that point to the migration/refugees issue as a central 

and polarized question. Based on this, we intend to discuss the 

importance of considering diversity and biases in the society, 

seeking for paths not only in social media, but also in other 

technology-mediated uses of language, including large 

language models [6], [7]. 

Based on quantitative Social Media Analysis [8], [9] and on 

qualitative Digital Discourse Analysis [10], we analyze, in 

quali-quantitative method, discourses about refugees that 

circulated on Facebook in the two initial years of covid-19 

pandemic (2020-2021) in Portuguese, mainly in Brazil.   

 

A. Method of Analysis 

The Perspectivist Method of Social Media Analysis  

involves extracting datasets, mining data and generating graphs 

that allow checking perspectives on a given topic at a given 

time, checking the traces of associative cooperation – between 

people, things or profiles [8, p. 91], [11, p. 3065]. For this 

analysis, we will use a corpus of 38 thousand posts published 

on Facebook, mainly from Brazilian pages. The publications 

were extracted through Crowdtangle, Meta Groups' platform 

for researchers [12]. The query used to find the corpus was 

"refugiados" (refugees in Portuguese). 

After the data collection, we focus on the "message" of 

Facebook posts and use the application Ford, that was 

developed at Image and Cyberculture Laboratory (Labic) of the 

Federal University of Espírito Santo (Ufes), for data mining 

[13] of lexicons and cited actors.  

Then, the Gephi software is used to generate graphs that 

identify the centrality and strength of some nodes (representing 

actors, lexicons or hashtags, for example), in relation to the 

whole corpus [14]. Each group of relationships among nodes is 

identified with a different color in the graph and each color is 

called a perspective that can be analyzed separately. For a better 

comprehension, we also analyze some posts in their 

environment. 

 

B.  Analyzing 

In the lexical analysis, it was possible to identify many of 

the multiple vulnerabilities suffered by refugees during the 

pandemic. Discourses point to the overlapping of the situation 

of forced migration with those related to gender, age, racism, 

unemployment, poverty and poor access to health, education, 

work, housing, food and water. There is also a general feeling 

of solidarity with the global situation of this group. When it 

comes to refugees in Brazil, however, there is a strong presence 

of a stance of rejection, which can be considered xenophobic, 

but at the same time, shows the fragility of access to rights that 

also affects Brazilians in their country.  

The examination of lexicons and key actors underscores the 

pivotal role played by institutions like international 

organizations and NGOs, alongside public figures and 

influencers—including artists, advocates, and politicians—in 

addressing the refugee cause, fostering solidarity and 

stimulating awareness-raising efforts.  

At a socio-historical moment in which discourses are highly 

polarized, it is noteworthy that there is no main controversy 

regarding the topic in Brazil. This could be an opportunity to 

favor welcoming speeches over xenophobic ones. At the same 

time, it shows the importance of local studies on global themes. 

 

C. Conclusion and Future Enhancement 

The Perspectivist Method of Social Media Analysis, 

associated to Digital Discourse Analysis, enabled ways of 

categorizing a large volume of speeches on the social network, 

helping to identify issues and propose solutions. 

In the same way that this study focused on lexicons and 

actors, we intend to expand it, with the analysis of hashtags and 

deepening the analysis of key actors (in addition to influencers, 

we mention international organizations, politicians, civil 

society organizations, religious groups and refugee actors) and 

the political-ideological discourses related to the issue of 

refuge, as some of them are associated with other socio-

political-ideological issues, such as the "Venezuelan 

communism" and some Brazilian affirmative policies. 

As we can notice so far, although migrations and refuge are 

a global issue, they have some specific aspects according to the 

section analyzed. This is an important question when thinking 

about seeking for solutions to the issue and also when 

discussing ways of increasing data from large language models: 

different societies could have different issues about the same 

topic, and it is a challenge for large language models (LLMs) 

builders to reflect this in a locally-informed way that 



contemplates not only the racial, gender, cultural, ethnic 

diversity, but also that are able to point to these varied contexts. 

Future enhancement could verify the possibilities of using the 

same method to analyze biases in LLMs. 
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ABSTRACT  

First synthesized in 1868, alizarin became one of the first 

synthetic dyes and was widely used as a red dye in the textile 

industry, making it more affordable and readily available than 

the traditional red dyes derived from natural sources. Despite 

extensive both experimental and computational analyses on the 

electronic effects of substituents on the shape of the visible 

spectrum of alizarin and alizarin Red S, no previous systematic 

work has been undertaken with the aim to fine tune the 

dominant absorption region defining its color by introducing 

other electron-withdrawing or electron-donor groups. For such, 

we have performed a comprehensive study of electronic effects of 

substituents in position C3 of alizarin by means of a time 

dependent DFT approach. These auxochromes attached to the 

chromophore are proven to alter both the wavelength and 

intensity of absorption. It is shown that the introduction of an 

electron-donor group in alizarin causes the transition bands to be 

significantly red-shifted whereas electron-withdrawing groups 

cause a minor blue-shifting.  

 

COMPUTATIONAL METHODS  

All DFT calculations were performed with the Amsterdam 

Density Functional (ADF) program using relativistic, 

dispersion-corrected density functional theory (DFT) at the 

ZORA-B3LYP-D3(BJ)/TZP level of theory for geometry 

optimizations and energy calculations, with the full electron 

model for all atoms (no frozen core), in gas phase. All 

stationary points were verified to be minima on the potential 

energy surface through vibrational analysis. TD-DFT 

calculations were carried out at the same ZORA-B3LYP-

D3(BJ)/TZP level also in methanol, that was simulated by 

using the conductor- like screening model (COSMO). Use of a 

continuum solvation model for computing UV-Vis spectra has 

been proven to better perform than a discrete one and at a 

reasonable computational cost. Importantly, we consider 

methanol as a solvent to avoid the extreme sensitivity of the 

UV-Vis spectrum to pH when either alizarin or alizarin Red S 

are solved in water.  

 

 

 

RESULTS AND DISCUSSION  

Exploration of the potential energy surface of alizarin shows that 
it can adopt four planar conformations based on the organization 
of the hydroxyl groups, three of them are found to be equilibrium 
geometries (LL, LR and RR), whereas one corresponds to a 

transition state (RL) because of the steric repulsion. [1]   

Regarding alizarin, A_LL is the most stable isomer because of the 
formation of two hydrogen-bonds by the hydroxyl groups 
(Figure 1).  

 
Figure 1. Optimized geometries of isomers of alizarin. Hydrogen-bond 

lengths (in Å) and relative Gibbs free energies (in parentheses, in kcal mol-1) 

are enclosed.  

 

 

the next step is the analysis of the computed TD-DFT UV-Vis 

spectra for the alizarin isomers (Figure 2). For such, we 

mainly focus on the bands with larger wavelengths, all of 

them involving π-π* electronic transitions. Importantly, when 

going from A_LL to A_LR to A_RR the bands are blue-

shifted. This result can be justified by the presence of the 

O9···H-O1 hydrogen bond and further stabilized by the 

O1···H-O2 one. The former interaction is also present in 

A_LR isomer, but not the latter, leading to relatively close 

stabilization values, in contrast with the A_RR isomer without 

hydrogen bonds between the hydroxyl groups. At this point, it 

must be pointed out that in order to compare the calculated 

spectra with the experimental UV-Vis absorption spectrum of 

alizarin at ambient temperature, we have to take into account 

the weight of the spectra from each isomer using a Boltzmann 

factor for their average. Also, isomer A_LL can easily 

undergo proton transfer from O1 to O9, thus also contributing 

to the experimental spectra.  

 



Figure 2. UV-Vis spectra of the three isomers (LL, LR, and RR) of alizarin. HOMO (red/blue) and LUMO (brown/turquoise) orbitals of A_LL isomer are also 

show

 

Once the geometries, isomerization energies and UV-Vis 

spectra of alizarin are set up, we proceed with the introduction 

of substituents on C3 carbon atom with a series of electron- 

donor (EDG) and -withdrawing (EWG) groups (Figure 3). [2] 

 

Figure 3. Lowest-energy optimized geometries in methanol of all substituted 

alizarin systems with the main hydrogen bond lengths (in Å).  

 

CONCLUSIONS 

The introduction of an electron-donor auxochrome in alizarin 

causes the transition bands to be significantly red-shifted (ca. 

+70 nm in methanol). At difference, the introduction of 

electron-withdrawing auxochromes cause a minor blue-

shifting (ca. -20 nm in methanol). Analysis of valence bond 

structures gives a rational explanation of the above behavior 

based on the stability of the structures depending on the 

introduction of either of an EDG or EWG which hardly affect 

the aromaticity of the substituted alizarin rings. 
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Extended ABSTRACT

A. Introduction

DNA  methylation  is  the  major  and  most  studied  epigenetic
mechanism involving direct chemical modification to the DNA.
In  the  mammalian  genome,  DNA  methylation  involves  the
transfer  or  removal  of  a  methyl  group  (-CH3)  onto  the  C5
position  of  ,  almost  exclusively,  the  cytosine  at  CpG
dinucleotides [1-2]. 
The  examination  of  the  DNA  methylation  distribution
throughout  the  genome  is  needed  to  understand  its
functionality.  Mammalian  genomes  exhibit  a  global  CpG
depletion, with 60–80% of the approximately 28 million CpGs
present in the human genome being typically methylated. Aside
from the randomly distributed CpG sites across the genome, a
majority of genes contain brief (approximately 1 Kb) CpG-rich
regions identified as  CpG islands (CGI) which are  generally
resistant to DNA methylation [3]. 
The  deposition  and  maintenance  of  DNA  methylation  are
essential  for  normal  mammalian  development.  Hence,
aberrations in DNA methylation are associated with different
diseases [4]. 
Many  studies  have  identified  individual  CpGs  whose
methylation status is significantly correlated with aging [5]. In
fact, the accumulation of DNA methylation changes with aging
measured as epigenetic clocks have been shown to accurately
predict  chronological  age  and  mortality.  Additionally,  some
recent  studies  have  begun  to  identify  DNA  methylation
changes  associated  with  genetic  ancestry  [6]  and  sex  [6].
Despite  the valuable insights provided by recent  studies,  the
study of DNA methylation variation has predominantly been
confined  to  specific  individual  traits,  a  limited  number  of
tissues,  and  small-scale  DNA  methylation  arrays.
Consequently, the collective impact of demographic traits, such
as age, ancestry, and sex across diverse tissues remains largely
unexplored.  In  this  study,  we  leverage  Genotype-Tissue
Expression  (GTEx)  data  to  systematically  investigate  the
relationships  among  various  demographic  traits  and  DNA
methylation variation across 9 diverse human tissues.

B. Materials and methods

Sample collection
All human donors were deceased, with informed consent. For
details on donor characteristics, see the GTEx v8 main paper,
and for details on the DNA methylation sequencing pipeline,
see [7].
Differential methylation analysis
We downloaded normalized beta counts of the 754,054 CpGs
from the Infinium Methylation EPIC array generated in [7] and
stored  in  GEO  (GSE213478).  We used  limma to  run  linear
models  on  M values  and  corrected  for  the  following set  of
covariates:

M values ~ HardyScale + IschemicTime + PEER1 + PEER2 +
PEER3 + PEER4 + PEER5 + Ancestry + Sex + Age + BMI

We included 5 PEERs in the models. These factors correct for
technical effects and cell-type compositions [7]. 
Annotation of DMPs
General classification. The DMPs were classified depending on
their  location  at  promoters,  enhancers,  gene  bodies  or
intergenic based on the annotations provided in the EPIC v1.0
array manifest b5. 
Tissue-specific classification. To annotate the chromatin states
around  each  array  probe  we  used  the  18  chromatin  states
inferred  with  ChromHMM  generated  by  the  ROADMAP
Epigenomics consortium and analyzed by EpiMap.
TFBS. To study the enrichment of transcription factor binding
sites around DMPs, we downloaded the processed  CHIP-seq
data on transcription factors for the human v19 Lung, Kidney,
Blood, Muscle, Breast, Digestive Tract, Prostate and a general
catalog available in ChipAtlas. 
Enrichments of annotations
We performed Fisher’s exact test for each transcription factor
(TF)  separately  for  hypomethylated  and  hypermethylated
DMPs  and  adjusted  for  multiple  testing  using  Benjamini-
Hochberg correction with FDR<0.05. We used as background
the TF-binding sites (TFBS) found in all tested CpGs. For the
analysis of sex-specific TFBS we performed Fisher’s exact test
for each TF separately for female-DMPs and male-DMPs using
as background the TFBS found in all sex-DMPs. 
Functional enrichment
To perform functional enrichment with the EPIC array we need
to take into account that some genes contain more probes than
others.  For this goal,  we used the function gometh from the
missMethyl package to get GO:BP terms using as background
the 754,054 positions studied from the array.

C. Results

To investigate the role of individual-related traits and tissues in
DNA methylation we used the data from 9 GTEx tissues from
424  individuals  across  754,054  CpG  sites  (Figure  1A,
Supplementary Figure 1A). We used linear mixed models (see
methods) to quantify the contribution of individuals and tissues
to DNA methylation variation. As expected, variation in DNA
methylation  is  far  greater  among tissues  (~62% of  the  total
variance in DNA methylation) than among individuals (~1.4%
of  the  total  variance).  The  close  resemblance  in  DNA
methylation among individuals is comparable to the estimated
variability  in  genomic  sequence  among  individuals.  The
genomic location of DNA methylation changes is of interest to
get  insights  into  their  putative  impact  on  gene  expression.
Methylation at enhancer-associated CpGs shows higher tissue
variability than other CpGs, consistent with the association of



tissue-specific  methylation  changes  with  gene  enhancers
(Figure 1B, Supplementary Figure 1B). Although methylation
at promoter-associated CpGs is highly stable, inter-individual
variable CpGs were enriched in promoter regions (Figure 1D).
Highly individual-variable CpGs (4810 CpGs with > 50% of
DNA  methylation  variation  explained  by  individual)  are
enriched  in  genes  belonging  to  antigen  processing  and
presentation  pathways  (Figure  1E),  one  of  the  most
polymorphic  loci  in  vertebrates.  On  the  other  hand,  highly
tissue-variable  CpGs  are  enriched  in  developmental  and
metabolic processes. 

Figure1. A. Overview of the DNA methylation data available. B. Density plot showing the proportion of
DNA methylation variation explained by individual (green) and tissue  (orange). The distributions are
clustered by the genomic location of the CpGs. C. Left. Dotplot showing the enrichment of each genomic
location on individually variable CpGs. Right. Barplot denoting the number of individually variable CpGs
associated with each genomic location. D. Scatter plot representing the most individually variable CpGs.
Blue  dots  represent  CpGs  associated  with  genes  belonging  to  antigen  processing  and  presentation
pathways. 

The  impact  of  demographic  traits  on  genome-wide  DNA
methylation  variation  across  tissues  is  still  not  widely
understood. We used linear models to simultaneously quantify
DNA  methylation  changes  with  four  demographic  traits:
genetic ancestry, sex, age, and BMI across 9 different human
tissues.  We  identified  differentially  methylated  positions
(DMPs)  while  controlling  for  known  sources  of  technical
variation and other confounders such as cell-type composition
(see methods). Age had the largest number of DMPs, followed
by  ancestry  and  sex,  with  some  differences  across  tissues.
Additionally,  our results suggest  that  BMI has no impact on
DNA methylation in the tissues studied, as previously hinted by
other studies (Figure 2A). Lung, colon transverse, and skeletal
muscle had the largest number of DMPs for ancestry, age, and
sex,  respectively  (Figure  2A).  Age-  and  ancestry-DMPs
showed  no  consistent  bias  in  the  direction  of  methylation
changes  across  tissues.  Contrarily,  sex-DMPs  point  toward
generalized hypermethylation of the female genome, consistent
with previous studies (Figure 2B). 

Figure2. A. Heatmap showing the number of DMPs per tissue (row) and demographic trait (column). B.
Barplot  showing  the  proportion of  Hyper  (red)  and Hypo (blue)  methylated positions  per  tissue  and
demographic trait. 
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†Universitat Politècnica de Catalunya, Barcelona, Spain
‡ParTec AG, München, Germany

E-mail: {julia.orteu, marc.clasca, marta.garcia, jesus.labarta}@bsc.es
elise.jennings@par-tec.com

Keywords—HPC Workloads, Performance Prediction, Runtime
Hardware Counters, Instructions per Cycle (IPC), Performance
Tools, Parallel Applications, Regression trees, ML & AI

I. EXTENDED ABSTRACT

A. Introduction

The presented poster outlines an approach for predicting
the performance of High-Performance Computing workloads
(HPC). By utilizing data gathered from runtime hardware
counters across a range of HPC applications and benchmarks,
we develop an artificial intelligence model based on ensemble
tree algorithms. This model is capable of forecasting the
performance of other HPC applications. This work differs from
current research by focusing on the granularity of training
and prediction. Specifically, our model is developed utilizing
individual computation bursts as input samples for training.
Through this approach, we prove that a prediction of the
instructions per cycle (IPC) metric of unseen applications
is possible based on architectural performance counters that
can be obtained easily with already used and convenient
performance tools.

B. Research and Development

The research line focuses on exploring the possibility of
predicting the performance, and ultimately the execution time,
of known workloads in HPC machines prior to their execution.

Predicting the performance of HPC applications or
workloads is a complex task with a widely discussed set
of approaches and methodologies. The latest research work
on this topic focuses on data-driven methodologies using
machine learning, but previous studies present different types
of prediction methods: analytical methods, that can be derived
from a machine representation, or can be the result of a
statistical work; and non-analytical methods, which comprise
the artificial intelligence techniques and the simulation
methods [1] .

Our approach distinguishes itself from existing research
by its focus on the granularity of training and prediction.
Using performance analysis tools Extrae and Paraver
[2] [3], developed in Barcelona Supercomputing Center
(BSC), we extract data at the computational burst level and
target the IPC metric of every burst as a performance measure.

Fig. 1. Extrae and Paraver generalization of burst

A burst is defined as the time interval of active operation
between two successive events in a process. In Figure 1,
we provide a visual example of a timeline from a execution
representation of an application running two processes. The
activities within these processes have been categorized into
two types: communication bursts, indicated in red, and com-
putation bursts, represented in blue. These categorizations are
derived from MPI event markers, with green flags initiating
computation and red flags marking the start of communication.

In our study, we concentrate on computation bursts, which
we refer to as useful bursts. These bursts are periods where
the application is actively engaged in data processing and
executing instructions. These individual useful bursts serve
as the input samples to the model, as one entry of our
dataset, highlighting that this approach provides a very precise
performance prediction of a very specific application’s part.

C. Features and workload characterization

To facilitate our study, we consider a set of Performance
Application Programming Interface (PAPI) counters [4] as the
foundational data. These counters include the total number of
instructions completed (N ), the total cycles seen by thread
(Cyc), memory load instructions (NLD), memory store in-
structions (NSR), branch instructions (NBR), and total cache
miss events at both L1 and L3 levels (missL1, missL3).
We normalize the data in each burst by using the ratio of
instructions and cache misses instead of absolute counters
values. This allows us to compare any individual burst from
any part of a trace and from any application. From the
counters, we characterize the variables using the following
computations:

• Instruction mixes, which are ratios of specific instruc-
tion types to the total number of instructions, such as
rLD = NLD

N for loads, rSR = NSR

N for stores, and
rBR = NBR

N for branches.



• Cache miss rates, calculated as rL1 = missL1

NLD+NSR
for

the L1 cache and rL3 = missL3

NLD+NSR
for the L3 cache,

which are indicators of memory access efficiency.

• The average node concurrency during core execution,
through the integral of the Parallelism function over
the time from Tbegin to Tend:

∫ Tend

Tbegin
Par(t)dt.

• IPC, which is the target performance metric, given by
the equation IPC = N

Cyc .

D. Data sources

The process involves the selection of a specific set of
benchmarks and kernels to extract data and adapt it for the
purpose of training the models. Additionally, a separate set of
applications has been chosen for evaluating the performance
of the trained models (testing).

The selection of kernels and benchmarks for the training
set is a pivotal decision that facilitate the representation of the
burst space, enabling the generalization to new applications.
For each application selected for the training set, we’ve varied
the problem sizes to capture a comprehensive dataset. The
nature of the variation depends on the application’s characteris-
tics—it could be the size of an array, the granularity of a mesh,
or the complexity of inputs. Additionally, we’ve scaled the
computational workload by altering the number of processes
within a single node for each variant of problem size. This
methodical approach allows us to construct a training dataset
that covers a wide range of scenarios.

E. Data extraction Framework

Fig. 2. Flowchart of the data extraction part of the training framework

The data extraction process for each application, both for
training and testing datasets, is outlined in Figure 2.

The depicted data extraction process begins with the execu-
tion of a known application on a known machine. In this case,
we have used the MareNostrum 4 supercomputer’s architecture
for reference. We obtain the useful bursts from a program
execution using the BSC tools, which are then processed into
a features format.

F. AI Model

The study investigates a range of diverse machine learning
algorithms with the aim of training an effective predictive
model. In this exploration, we have employed a 10-fold
cross-validation method on our training dataset to evaluate
the performance and compatibility of these algorithms

with our type of data. The empirical results highlight a
clear advantage of using Boosting Ensembles that rely
on decision trees, leading to a focus on XGBoost method
[5] . This also matches with previous research conclusions [6].

To ensure a fair assessment of the models, we’ve developed
a method to inject these predictions into Paraver traces and
we’ve devised specific error metrics into the trace tailored to
evaluate the performance outcomes of each model. This allows
for a more precise analysis of how well the models predict
application performance.

G. Summary

The poster shows the main findings and discusses our ex-
ploration of this topic. We present a method of data collection
and preprocessing based on low-effort program instrumenta-
tion and automatic tools, as it is well known in the literature
that being able to collect data automatically and building the
model effortlessly is critical to end up with valuable and
convenient training and prediction workflow.

We also studied how changing the feature set, the training
data size or the machine learning algorithm affects the accu-
racy. We discuss a method to characterize computational bursts
based on instruction mix features and instantaneous machine
concurrency that is later able to classify, using trees, the IPC
of unseen bursts. Therefore, we prove that it is possible to
foresee the performance of a whole unseen application trace
based on this characterization method.
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I. EXTENDED ABSTRACT

The Coupled Model Intercomparison Project (CMIP) is one
of the biggest global efforts aimed at understanding the Earth’s
climate by undergoing a multi-model analysis. In it’s sixth
phase, CMIP6 [1], a total of 190 different climate experiments
where used to simulate approximately 40000 years which
produced 40 petabytes of data in the process. This work
presents the primary findings for the collection of a common
set of performance metrics specially designed for climate mod-
elling, the Computational Performance Model Intercomparison
Project (CPMIP). These metrics were systematically collected
from production runs conducted within CMIP6, predominantly
from institutions affiliated with the IS-ENES3 [2] consortium.

Through this comprehensive data collection effort, we
contribute to the establishment of a robust database for future
community reference, thereby setting a benchmark for eval-
uation and facilitating essential multi-model, multi-platform
comparisons crucial for advancing climate modeling perfor-
mance. Given the diverse array of applications, configurations,
and hardware employed, further endeavors are imperative for
standardization , for instance, by using climate and weather
benchmarking codes such as the HPCW [3].

A. The metrics

Balaji et al. [4] proposed a set of 12 performance metrics
that define the Computation Performance for Model Inter-
comparison Project (CPMIP) which were specifically designed
for climate science by taking into account the structure of
ESMs and how they are executed in real experiments. This
set of metrics include the climate experiment and platform
properties, the computational speed and cost (core-hours and
energy), measures for the coupling and I/O overhead, and for
the memory consumption. Some of the most relevant ones
collected are described in Table I.

B. The data collection

The collection effort has been predominantly led by institu-
tions affiliated with the IS-ENES3 [2], a consortium founded
by a Horizon 2020 project composed of the most important
weather and climate centres in Europe. This compilation is
the first of its kind and constitutes a representative part of the
whole CMIP6. Our data encompasses 33 distinct experiments
that were used during CMIP6 to simulate almost 500 000
years across 14 different HPC machines and involving 14
independent modelling institutions.

C. Results

1) Parallelization and execution cost: The parallelisation
(i.e. the number of parallel resources allocated) is, of course,
closely related to the speed of a model, thereby directly
impacting the computational cost (CHSY) of model execution.
As seen in Figure 1, the parallelisation and the CHSY are
closely correlated in low-resolution models, indicating limited
scalability within the current generation of HPC platforms.
Otherwise, one would see that the CHSY of ESMs with similar
resolution do not increase when using more processors given
that the models run faster (i.e. higher SYPD). Moreover, the
degree of parallelisation tends to rise as we move to higher-
resolution experiments, as well as the CHSY. This indicates
that many institutions prioritize maintaining a high to medium
resolution while achieving a similar SYPD to that of lower-
resolution configurations, albeit at the expense of augmenting
the CHSY.

2) Carbon footprint: By considering the useful Simulated
Years, the HPC machine efficiency, and the KWH to CO2 con-
version rates provided by each energy supplier, we calculated
the Carbon Footprint (in tons of CO2) using Equation 1.

Carbon Footprint = Total Energy Cost × CF × PUE (1)

The total Carbon Footprint is 1692 tCO2, even when consider-
ing experiments conducted by only 8 out of the 49 institutions
that are participating in CMIP6. Drawing from Acosta et al.
[5], the Earth science group at BSC, comprising approximately
80 individuals, accounted for CO2 equivalents from com-
muting (29 tCO2eq per year), computing infrastructure (397
tCO2eq per year), building and infrastructure (117 tCO2eq per
year), and travel (255 tCO2eq per year), with a total estimated
budget of around 800 tCO2eq per year. Consequently, the
carbon emissions resulting from the execution of this relatively
small subset of experiments more than double our annual
budget in a single year.

D. Conclusion

Improving the performance of climate modeling is key for
the future of climate sciences. In this pursuit, the collection
of the CPMIP metrics for 33 different experiments conducted
during CMIP6 serves as a pivotal step toward gaining compre-
hensive insights into performance within multi-model, multi-
platform projects.

The improvement and development of benchmarks spe-
cially designed for climate science will significantly enhance
multi-platform performance comparisons, like for instance the



TABLE I. SOME OF THE CPMIP METRICS COLLECTED AND THEIR DEFINITIONS

Metric Used to evaluate
Resolution (Resol) number of grid points NXxNYxNZ per component
Simulation Years Per Day (SYPD) number of simulated years per day (24h) of execution time
Core-hours per Simulated Year (CHSY) execution cost, measured in core-hours per simulated year
Parallelisation (Paral) total number of cores allocated for the run
Joules Per Simulated Year (JPSY) energy needed per year of simulation
Coupling Cost (Cpl C) computing cost of the coupling algorithm and load imbalance

TABLE II. OTHER CMIP6 MEASUREMENTS. THE ”USEFUL” METRIC, WHENEVER USED, ACCOUNTS ONLY FOR EXPERIMENTS THAT LED TO
SCIENTIFIC VALUE. THE POWER USAGE EFFECTIVENESS (PUE) DEPENDS ON THE HPC MACHINE USED

Institution Useful
Simulated Years*

Total
Simulated Years

Useful Data
Produced (PB)

Total Data
Produced (PB)

Useful core
hours (millions)

Total core
hours (millions)

Total
Person/Months

Total Energy
Cost (TeraJoules) PUE Conversion Factor

(MWh - kg CO2eq)
Carbon Footprint

(tons CO2)
CMCC 965 0.097 1.99 7 1.61 1.84 408 329
CNRM-CERFACS 47,000 1.350 2.48 160.00 365.00 450 6.18 1.43 40 97
DKRZ 1,276 1,321 0.600 5.52 5.90 0.41 1.19 184 24
EC-Earth 28,105 38,854 0.800 1.41 31.13 46.36 115 1.24 1.35 357 165
IPSL 75,000 165,000 1.800 7.60 150.00 320.00 200 8.72 1.43 50 172
MPI-M 24,175 35,000 1.930 16.31 0.62 1.19 184 37
NCC-NorESM2 23,096 0.600 27.23 80.00 150 1.69
NERC 640 0.460 55.50 2.17 1.10 0 0
UKMO 37,237 10.400 683.00 26.70 1.35 87 868

Fig. 1. Comparison between CHSY and Parallelisation for both low and medium-high resolution experiments. Experiment configurations are arranged from
left to right in ascending number of gridpoints. Note that vertical axis is in logarithmic scale.

HPCW. Continuous collection of these metrics in forthcoming
multi-model endeavors, such as CMIP7, promises for the
establishment of a shared database accessible to both the
scientific community and technology vendors.
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I. EXTENDED ABSTRACT

Main memory access has become an increasing perfor-
mance bottleneck for traditional and High-Performance Com-
puting (HPC) applications. High Bandwidth Memory (HBM)
emerged as an alternative to conventional DRAMs, offering
higher bandwidth, lower power, and higher integration capa-
bilities to meet the demands of contemporary applications.
The transition of most advanced FPGAs from DDR to HBM
confirms this paradigm shift. However, users face substantial
challenges due to the scarcity of technical documentation on
maximizing HBM features when using FPGAs.

We addressed the knowledge gap for HBM characteristics
within FPGAs, aiming to standardize its utilization in the
complex HPC domain. Our Memory Sandbox enables analysis
within and across HBM pseudo-channels. We show that HBM
achieves 99.99% of its nominal peak bandwidth with long
sequential memory accesses. However, we observe a perfor-
mance drop to 0.17% with reduced burst size and random data
access patterns.

Our study spotlights the necessity for meticulous manage-
ment of concurrent accesses and strategic data placement in
HBM, offering critical considerations for optimizing HBM
performance in FPGA-based systems.

A. HBM in the current computer architecture environment

Custom hardware – from workstations to PCs– has experi-
enced tremendous improvements in the past decades. However,
while the speed of commercial microprocessors has increased
by approximately 70% every year, the speed of commodity
DRAM has improved by only around 50% in the past decade.
As a result, computer systems are experiencing difficulties in
achieving high processing efficiency[1].

The traditional approach for boosting performance in sys-
tems, particularly those at the edge where huge amounts of data
need to be processed locally or regionally; consists of adding
more computational capability into a chip and bringing more
memory on-chip. But that approach no longer scales since
we are now getting to the boundaries of the trifecta of von
Neumann architectures, Moore’s Law and Dennard scaling.
Consequently, engineers have begun focusing on solving the
bottleneck between processors and memories by turning out
new architectural designs at a rate no one would have antici-
pated before.

An alternative, based on recent technological advances,
is moving processing elements closer to, or even into the
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Fig. 1. Bandwidth and power consumption comparison.

memory. This solution looks to avoid the penalty for repli-
cating processing elements, which provides an acceptable
tradeoff. When utilizing wide short buses (HBM being the
most common example [2], [3]), designers avoid the penalty
of going outside the die for access to memory and recover
some of the performance tradeoffs. HBM systems can over-
come all DRAM challenges as an enabler of architectures for
high-performance and/or low-power computing, while its low
speed/pin consumption also improves power efficiency [19],
[20](Fig. 1).

This trend is followed by Xilinx, one of the two market
giants in the area of FPGAs and the leader in adaptive
computing. Xilinx is firmly committed to a transition to HBM
memory as a solution to memory bottlenecks, as demonstrated
in recent years. In October 2018, Xilinx launched the Alveo
U200 with no HBM memory [4]. Only 1 month after, in
November 2018 the new Alveo U280 already included 8GB
of HBM2 and halved DDR capacity [5]. Their last Alveo Data
center card release, the Alveo U55C, doubled HBM capacity
and rescinded the DDR memory banks’ use [6].

B. HBM performance analysis

To shed some light on the intrinsic details of HBM,
we developed the Memory Sandbox tool providing higher
configurability, more control over measurements, and further
insights (i.e. clock cycles of each memory transaction) than
the current HBM monitor offered by Xilinx. Our configurable
environment is structured in two main pieces: a front-end
piece as a user interface for setting up the experiments to be
executed, and a back-end piece composed of a set of hardware
IPs to run the experiments in the FPGA, according to the data
introduced in the front end. Thus, the most relevant IP we have
developed is a highly Configurable Pattern Generator, which
mimics processor threads data requests with sequential and
pseudo-random memory access patterns.
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An initial analysis of typical memory access patterns
allows us to implement benchmarks to reveal the subjacent
characteristics of HBM and DDR in FPGAs. For this purpose,
we emulate the Repetitive Sequential Traversal (RST) a typical
sequential access pattern widely used in FPGA programming
and sparse accesses with pseudo-random accesses. The first
scenarios intend to stress HBM and DDR to measure the
actual throughput peak (bandwidth) when using our Memory
Sandbox. For this purpose, we perform sequential accesses
(RST) in vertically attached pseudo-channels or banks. We
enabled outstanding transactions and burst sizes were set to the
maximum (16 and 256 beats, respectively). Address mapping
policies microbenchmarks results are shown in Fig. 2.

Most modern computer applications require large amounts
of memory access. In HBM, as each pseudo-channel has a size
of 256MB, multiple pseudochannels will likely be accessed
by most applications. From the previous experiments, we
know that the performance of a single pseudo-channel is the
result of any address mapping policy in Fig. 3 divided by
the total amount of pseudochannels (32). Fig. 3 shows the
results of accessing different HBM pseudo-channels emulating
a single-threaded processing element connected to AXI Port
0. These experiments are performed with a sequential access
pattern (RST), a burst size of 16 and RBC true as address
mapping policy, which offers the best performance for this
type of access pattern according to our experiments. Two main
conclusions can be drawn from these experiments:

• Pseudo-channels on the same micro-switch show the same
performance regardless of the AXI port accessing them.

• Throughput experiences an average degradation of 50%
if the processing element performs memory accesses outside
the pseudo-channel to which it is directly connected. This per-
formance loss is the same for the adjacent micro-switch or the
furthest one. There is no linear degradation. The performance
is either the same for the 4 pseudo-channels within the same
micro-switch or 50% in the other 28 pseudo-channels.

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

WR RDPs-CH in different micro-switches

Theoretical Maximum 14.4GB/s

Th
ro

u
g

h
p

u
t 

(G
B

/s
)

µSW0
µSW1
µSW2
µSW3
µSW4
µSW5
µSW6
µSW7

Fig. 3. Throughput Results for HBM accessing different micro-switches.

C. Conclusion

HBM appears as a solution being integrated into FPGAs to
face the memory wall issue and large companies are already
committed to its use. As expected, the throughput performance
was more than 12 times better when using all 32 pseudo-
channels in the HBM in parallel than when using the 2 memory
banks in the DDR. The different address mapping policies, the
burst size, accesses within a micro-switch or external ones, and
the randomization of the address can have a huge impact on
the HBM throughput.
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EXTENDED ABSTRACT 
1. Introduction 

 
Alzheimer’s disease is the most common type of dementia 

and it has a multifactorial etiology. There is no cure for this 
disease, there are only a few medicines to alleviate the 
symptoms, which will be more optimal if the disease is detected 
at an early stage [1]. AD can be divided into 4 possible stages, 
from less to more severity: Mild  Cognitive Impairment (MCI), 
Objective Dementia (OD), Severe Cognitive Decline (SCD) 
and AD (Alzheimer Disease). Its diagnosis is challenging and 
there is no single test that determines whether or not a patient 
has the disease.  
 

However, it is worth mentioning that in patients with AD, 
chronic inflammation is the first sign of disease progression. 
Influencing factors in chronic inflammation are changes in the 
microbiome. Previous studies have shown associations 
between periodontitis, an infection of the gums due to alteration 
of the oral microbiome, and Aβ-peptide plaques in the brain. 
Therefore, key risk factors implicated in the course of 
Alzheimer's disease include changes in the oral microbiome 
[2,3]. 
 

2. Objectives 

The present project has two general objectives: (2.1) the 
implementation of computational tools for the analysis of the 
oral microbiome to elucidate the impact of sample collection 
methods on the overall microbial composition and to establish 
links between the microbiome and Alzheimer’s disease 
prognosis and (2.2) the development of automation of a 
database search by using a REST-API to facilitate the retrieval 
of previous knowledge to biological interpret the differential 
analysis findings. 

3. Results and discusion 
 
The results are based on the analysis of the sequencing of 

143 oral microbiome samples from patients with different 
degrees of AD, of which some clinical variables was available. 
Then, we quantified the overall microbiome diversity by 
computing alpha and beta diversity metrics. As regards alpha 
diversity, we observed hardly any significant differences.  

So then, we produced multidimensional scaling plots (MDS) 
using Aitchison distance between the microbial profiles of 
samples. No significant effect was obtained, but it can be seen 

how the samples of the SCD diagnostic group tend to cluster 
closer together (Figure 1). 

 
Fig. 1  MDS plots using Aitchison distance between the microbial profiles of 
samples (beta diversity). 

 
We next performed a differential analysis to detect taxa at 

species level with differential abundance according to the 
diagnostic group. All possible comparisons between the four 
diagnostic groups were made and we obtained for each 
comparison a table with the LFC, a measure describing how 
much a quantity changes, p-value and q-value, which is the 
adjusted p-value. Among all the comparisons made, species 
Prevotella nanceiensis, Prevotella denticola and Anaeroglobus 
geminatus were found to be differentially abundant, without 
being structural zeros, comparing AD and SCD groups. 

 
The taxa reported as differential abundance are suggesting 

an association but can not be claimed as biomarkers as we 
would need a larger dataset and the evaluation of their 
predictivity (e.g machine learning classifiers). However, by 
using knowledge databases such as the dbBact database, we can 
biologically interpret the results by linking them with previous 
knowledge associating them with specific terms. Almost 60% 
of the species listed as differentially abundant have already 
been found associated with the term periodontitis in this 
database. Anaeroglobus geminatus, Prevotella dentalis and 
[Eubacterium] nodatum were the differentially abundant taxa 
with the highest F-score at the term in question. Among them 
is Anaeroglobus geminatus, which is differentially abundant 
without being a structural zero. 

mailto:1sara.peregrina@irbbarcelona.org
mailto:3toni.gabaldon@bsc.es*
mailto:2olfat.khannous@bsc.es


 
To our knowledge, this is the first study to compare oral 

microbiome samples from Alzheimer's patients at different 
stages of disease progression. As it has been seen that the SCD 
group appears to have a more differentiated sample type, it 
could be a breakthrough to be able to detect this disease before 
developing full-blown AD, as it would improve the prognosis 
and quality of life of patients, as many of the current treatments 
have better results. So, it is essential to detect it in early stages 
this disease, as has been observed, in an incipient manner, in 
this study.  However, future studies on a larger scale are 
necessary to obtain clear results and biomarkers for early 
diagnosis of the disease, as explained above. 
 

4. Methods 
 

In terms of materials and methods, regarding the part of 
analysis of oral microbiome samples, samples were sequenced 
using 16S amplicon variant sequencing. Raw sequencing data 
was preprocessed by using Dada2 pipeline [4], to obtain 
an  amplicon sequence variant (ASV) table, which records the 
number of times each exact amplicon sequence variant was 
observed in each sample. Then, taxonomy was assigned by 
mapping to SILVA database (v138).  
 

Afterwards, an analysis of microbiome data was carried out 
using the phyloseq R package [1.38.0 version]. We applied 
different necessary filters and calculated alpha and beta 
diversity, applying the appropriate statistical tests in each case. 
After that, differential abundance analysis was carried out using 
the ANCOM-BC method (Analysis of Microbiome 
Composition with Bias Correction). 
 

Finally, with the results obtained in the differential 
abundance analysis, using the REST-API of dbBact [5], a script 
was implemented to automate searches in this database. dbBact 
is a collaborative central repository for bacterial knowledge that 
when searching for a sequence or species name, the database 
returns a list of terms with which the search is associated, and 
each term is assigned an F-score value.   
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I. EXTENDED ABSTRACT

A. Introduction

In recent years, we have seen supercomputers evolve and
reach the exascale. This has been possible thanks to different
techniques, such as increasing the number of cores per node,
using accelerators, or aggregating more interconnected nodes.

Now, the challenge of using all these resources efficiently
relies on the software running on these platforms. CFD (Com-
putational Fluid Dynamics) simulations are among the ones
consuming most HPC resources. However, how can we know
we are achieving the best performance possible and using all
these resources efficiently?

The answer lies in the performance analysis of the codes.
Performance analysis can provide detailed information about
the application’s behavior, showing bottlenecks, performance
issues, or non-optimal patterns. Also, a comprehensive per-
formance analysis provides valuable insights into how well
the parallelized code scales with increased computational re-
sources and can provide insight and suggest areas for opti-
mization.

In a high-performance computing (HPC) environment, the
factors influencing the proper performance of applications
multiply due to various physical and logical elements, includ-
ing network issues, system topology, parallel programming,
and building configuration. Therefore, a good performance
analysis is crucial for detecting issues and ensuring optimal
functionality.

B. Performance metrics and tools

Starting with the measurements of performance, the EU
Centre of Excellence for Performance Optimization and Pro-
ductivity (POP) project1 has defined a set of performance
metrics [1], offering a quantitative analysis of the factors
most relevant to parallelization. These metrics reflect common
causes of inefficiency in parallel programs and are calculated
as percentages (on a scale from 0 to 100) in a hierarchical
representation.

To get the most out of parallel computing, it’s essential to
understand exactly how these applications work. This is where

1https://pop-coe.eu

the BSC performance tools2 come into play, providing a robust
framework for performance analysis. Two of these tools are
Extrae [2] and Paraver [3], which play a central role in the
analysis of applications.

Extrae is a lightweight instrumentation library designed
to gather detailed insights into the execution of parallel
applications. By inserting code annotations into the source
code, Extrae enables the collection of valuable information
related to communication patterns, computation times, and
synchronization events. The traces generated by Extrae include
information about the code’s state at a specific time, and
serve as a foundation for in-depth analysis, helping developers
identify areas for improvement within their parallel code.

Complementing Extrae, Paraver is a dedicated performance
analysis tool designed for the visualization and analysis of the
traces generated by Extrae. With its user-friendly interface,
Paraver allows developers and researchers to gain a visual
understanding of the behavior of parallel programs. The tool
provides graphical representations, including timeline views
and histograms, making it easier to identify bottlenecks and
communication patterns.

Another tool for improving the efficient use of compu-
tational resources is the Dynamic Load Balancing (DLB)
library [4]. This library is designed to accelerate hybrid parallel
applications and optimize the use of computational resources.
In DLB, TALP (Tracking Application Live Performance) [5] is
a lightweight, portable, extensible, and scalable tool for online
parallel performance measurement. It dynamically collects the
POP efficiency metrics of a program at runtime.

Together, these tools provide developers with a clear un-
derstanding of their code behavior, making it easier to improve
the performance of parallel performance.

C. Performance analysis

The analysis was conducted on the grand challenge DLR
Confined Jet High Pressure Combustor (DLR CJH) [6]. This
burner is based on the Recirculation-Stabilized Jet Flame
(RSJF) concept, and shows great potential for efficient and
flexible combustion, particularly in its application to gas tur-
bines. The analysis was performed on the Hawk cluster of
HLRS with three different input cases, varying the number of
cells in each one. The inputs have a size of 3M cells, 24M
cells and 489M cells.

2https://tools.bsc.es



Running programs with a high number of cores using Ex-
trae generates large trace files, which can make analysis more
challenging. Therefore, the analysis begins by obtaining the
POP efficiency metrics of the execution of the Grand Challenge
with different numbers of nodes using the TALP tool from the
DLB library. This provides some of the performance metrics
without generating a trace, and it is useful to understand at
what point the efficiency drops and it is therefore interesting to
obtain a trace for detailed analysis. When analyzing the results,
a similar trend is observed across all three inputs, indicating
a correlation between the Communication Efficiency and the
number of cells per core of each input size. Based on this
observation, it is advisable to analyze the traces of the 3M case
to facilitate trace manipulation. The smaller the mesh size, the
smaller the trace size and the less time required for analysis.

The analysis then focuses on the 3M input traces, first
obtaining an overview of the entire execution with different
numbers of processes (128, 256 and 1024), to understand
the behavior, the different phases, and the key aspects of the
application’s performance. The next step is to select a Focus
of Analysis (FOA) that contains a specific segment of the
application with a representative behavior, typically involving
one or a few phases in iterative processes. Once the FOA
is selected, in this case an iteration of the DLR CJH case,
the POP efficiency metrics of the FOA are obtained and the
analysis focuses on the inefficient metrics and the performance
problems that the region presents. Figure I shows a table with
the POP efficiency metrics for a single iteration of the DLR
CJH case, where it can be seen that the case presents a problem
with the Load Balance, the Communication Efficiency and the
Instruction Scalability.

TABLE I. POP EFFICIENCY METRICS FOR ONE ITERATION OF THE
DLR CJH CASE.

Number of processes 128 256 1024
Global efficiency 85.92 103.91 79.84

Parallel efficiency 85.92 78.98 56.25
Load balance 93.15 92.37 86.28
Communication efficiency 92.25 85.50 65.20

Serialization efficiency 94.62 91.00 77.99
Transfer efficiency 97.50 93.96 83.60

Computation scalability 100.00 131.57 141.93
IPC scalability 100.00 150.94 214.32
Instruction scalability 100.00 95.26 76.12
Frequency scalability 100.00 91.51 87.00

The analysis then focuses on the problematic metrics to
identify their root cause. In the analysis, the Paraver tool is
used to manipulate the case traces generated by Extrae.

D. Results

The POP performance metrics pointed to four main issues
limiting the scalability: Load balancing, instruction scalability,

serialization and transfer efficiency. We identified the com-
putational load assigned to each MPI rank as the source of
the load imbalance. The performance analysis tools allowed
us to identify the key functions that had a negative impact
on the instruction scalability, guiding the developers in which
direction to look to improve the performance of the code. We
also found that the serialization problem was caused by some
system noise, and that the noise disappeared when disabling
the Transparent Huge Pages (THP). This change showed a 10%
increase in the global efficiency. Finally, we found that the
transfer efficiency was negatively affected by the bandwidth.

E. Conclusion

With this analysis, we show how the combination of the dif-
ferent tools presented allows us to perform a grand challenge’s
performance analysis. The POP performance metrics pointed
to the main issues limiting the scalability, guiding the analysis
to areas for further investigation. This serves as an example of
the importance of considering all performance metrics when
analyzing an inefficient application, as the specific cause of
inefficiency may not be immediately apparent.
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EXTENDED ABSTRACT

The intricate interplay between protein
sequence, structure and function remains one of the
central questions in Molecular Biology. But recently,
Machine and Deep Learning Models have
revolutionised the field allowing us to explore the
protein space faster. To understand what they are
capturing and generating we have combined the use
of state-of-the-art protein models for inverse folding
(such as ProstT5 and ProteinMPNN) and for sequence
generation (such as ProtGPT2 and ZymCTRL) with
biophysical analyses.

A. Introduction

The concept of energetic frustration comes
from the fact that proteins are not only optimised for
folding and stability: they are also evolutionarily
selected to function. This would explain that 10-15%
of residue-residue native interactions in proteins are
in energetic conflicts with their local structure and
that these conflicts are preserved over evolutionary
and physiological time scales [1]. Our novel tool
called FrustraEvo measures the conservation of local
energetic frustration within and between protein
families [2]. Once the frustration state of each residue
is calculated, we can map frustration from structures
to sequences, and similarly from the structures of
several evolutionarily related proteins to a multiple
sequence alignment (MSA). Then we can measure
how conserved each frustration state is within every
position in the MSA, and check if relevant residues
are energetically conserved over protein families. In
this study, we design protein sequences using deep
learning-based models and evaluate them using
FrustraEvo to explore the biophysical limits of protein
sequence and structure spaces of known natural
protein families. We have studied local frustration

conservation patterns in Globins, β-lactamases and
also RAS subfamily to shed light on the evolutionary
processes leading to the diversification of proteins.
Our server is fully available at
https://frustraevo.qb.fcen.uba.ar/.

B. Method

We have designed protein sequences using
four different models: ProstT5 [3] and ProteinMPNN
[4] for reverse folding, ProtGPT2 [5] and ZymCTRL
[6] for sequence generation. To select the best designs
from each model and protein family we used
ESMFold to predict their structures and evaluate their
pLDDT scores (predicted per-residue local distance
difference test), and ProstT5 sequence embeddings, to
select sequences based on how they cluster in the low
dimensional protein space around their natural
counterparts. The final subset of selected designs is
analysed through FrustraEvo. Figure 1 shows a
detailed workflow.

C. Results and discussion

We found that most of the highly frustrated
native residues are related to functional aspects. These
functional residues are mostly recovered by sequence
generation models, which recover almost completely
the native energetic signature suggesting that there
are alternative ways to design proteins instead of the
one explored by evolution. In the case of catalytic
sites, they are also recovered by inverse folding
models. We therefore point out a selective memory
concerning functionality, highly influenced by the
original training of the models, where they could have
learnt co-evolutionary statistics. This may involve a
primary level of memory (local). However,
ProteinMPNN, despite this selective memory, seems
to minimise most of the highly frustrated positions
but surprisingly generated diverse yet stable proteins
and retained essential catalytic sites and amino acid
identities. Moreover, it also recovers the main
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network of frustrated contacts of the functional
domains even suggesting a tertiary level of memory
(contacts). While evolutionary aspects remain yet
unexplored extensively, our approach promises to

effectively shed light into the intricacies of protein
family boundaries and aid to explore design options
for understanding protein evolution, including their
implications in associated diseases.

Figure 1. Workflow of the project. A, B and C represent the main and common tasks applied to all protein families in the study. ProGen2
designs were discarded due to their low quality. ZymCTRL is only an enzyme model and has so far only been applied to lactamases because
of its similarity to ProtGPT2.

D. Future directions

Ongoing works intend to implement this approach
across all enzymes that have documented catalytic
sites as well as relevant non-globular proteins. Another
valuable future approach would be to retrain these
models, in order to evaluate this selective memory in
combination with energetic frustration as a potential
tool for biophysical characterisation of proteins.
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I. EXTENDED ABSTRACT

Chronic Obstructive Pulmonary Disease (COPD) is a com-
plex, heterogeneous, highly prevalent, and yet underdiagnosed
disease with poor outcomes due to the difficulties of an early
diagnosis. This study aims to enhance the binary patient
classification of COPD using gene expression data from the
Lung Tissue Research Consortium. To achieve this, we em-
ploy various feature selection criteria, including intrinsic data
characteristics (data-driven), an external information source
(curated COPD-related genes), and their respective biological
expansions to identify the most relevant genes. Subsequently,
we evaluate the performance of different classifiers: Random
Forest (RF), Support Vector Machines - polynomial and radial
kernel -(SVM-poly, SVM-rad), k-Nearest Neighbors (kNN),
Generalized Linear Models (GLM), and XGBoost (XGB). Our
results show that the data-driven and curated COPD-related
expansion gene selection approaches yield the highest cross-
validation and independent test data performances, respec-
tively.

A. Introduction

Chronic Obstructive Pulmonary Disease (COPD) is a
prevalent chronic disorder characterized by airflow limitation,
primarily caused by smoking, ranking as the third leading
cause of death globally. It is classified into four severity
subgroups that take into account the post-bronchodilator ratio
of forced expiratory volume in one second (FEV1) to forced
vital capacity (FVC), FEV1/FVC (mild ≥ 80%, moderate
50− 80%, severe 30− 49%, very severe < 30%). COPD is a
heterogeneous condition comprising a wide range of nonidenti-
cal patient profiles. Its diagnosis is not straightforward, usually
appearing with severe airflow obstruction profiles, leading to
a need for improved strategies to identify individuals who
are at greater risk of developing COPD or who have early-
stage citechoi2020diagnosis.
Artificial Intelligence (AI) techniques, notably Machine Learn-
ing (ML) and Deep Learning (DL), offer promising avenues
for understanding the complexity of COPD and improving di-
agnostic accuracy. Several studies have applied ML algorithms
and penalized regression models for the analysis of COPD and
the detection of possible candidate therapeutic genes, yielding
molecular biomarker subgroups that have little overlap among
them [1][2][3].

Here, we use gene expression data and apply several filtering
selection approaches to improve the prediction of COPD and to
identify informative biomarker genes and biological processes
involved in the disease. Our ML techniques demonstrate their
ability to accurately classify COPD patients, outperforming
previous studies [2] [4] [5] with accuracies up to 84,8%, and
the selected genes represent relevant biomarkers for disease
prediction.

B. Methods

Feature selection is a key step in microarray data analysis
to classify new samples accurately, and some studies reveal
its potential in identifying effective classification genes.
Therefore, we employed various filtering approaches to
reduce the number of input features and to identify the most
informative genes. Firstly, we selected genes from intrinsic
data characteristics (data-driven) combining the results
of a Differential Expression Analysis with the minimum
Relevance Maximum Redundance (mRMR) algorithm output.
To complement our gene selection criteria based on analyzing
expression data, we incorporated genes from other sources
of information. Specifically, we extracted DisGeNET COPD
information (COPD–related). Nonetheless, the overlap among
these two collections was minimal, and only MMP1 was
in the intersection, growing up to 22 genes when using the
entire COPD-related list. Since genes work in collaboration,
we investigated the potential of incorporating additional genes
that are not significantly different in their expression values
and have not been directly associated with COPD. Particularly,
we expanded the two previous lists of genes (data-driven
and curated COPD-related) with physical interactions, first
neighbors, based on prior knowledge genes. As an alternative
approach to using only interaction contacts, we also expanded
the seed lists of genes using network-based prioritization
algorithms with GUILDify.
By comparing the algorithms’ performance with all the
feature subsets, we aimed to identify the most informative list
of genes for COPD classification.

C. Results and discussion

As the overlap among the initial list of genes (DEA,
mRMR, and curated COPD-related) was small, we tried to
confirm the associations of these lists of genes with COPD
by conducting a literature search in PubMed DataBank. The



results reveal that curated COPD-related genes have the high-
est number of confirmed associations having more than 900
associations. Moreover, from the 163 data-driven genes, 45
were previously identified as being related to the occurrence
and progression of COPD. To better understand the biological
significance of these selected genes, we conducted a functional
enrichment analysis over the DEA, curated COPD-related, and
mRMR sets. We observe that curated COPD-related genes
allow us to recuperate pathways not enriched in DEA and
mRMR genes. Furthermore, some of these pathways have
been previously linked to COPD (immune system, disease,
extracellular matrix organization, and signal).
The results of ML models show that the genes prioritized
by GUILDify may provide valuable information for the char-
acterization of COPD phenotypes. Actually, these particular
selections return a competitive number of genes (only 1%
of the no-seed genes are chosen) able to compete with the
other input gene sets, overcoming the normMCC and accuracy
performance values in some cases.
In summary, our selection criteria propose the 163 data-driven
genes as the ones that capture most of the relevant informa-
tion for COPD prediction (highest cross-validation normMCC
values). Indeed, the selected genes, such as MMP1, COMP,
POU2AF1, CD19, CYP1B1, or ROR1 have previously been
linked to the development and progression of the disease,
supporting the reliability of our analysis.
Furthermore, the differentially expressed genes were enriched
in immune system pathways, which play a key role in COPD.
Inflammation is a hallmark of COPD, and cells of both the
innate (activated with smoking exposure) and the adaptive
immune system participate in the inflammatory response in
COPD. Additionally, our cross-validation results demonstrate
that some of our models outperform the metrics of previous
studies using microarray gene expression data. Specifically, the
kNN using data-driven genes as input achieves higher accuracy
(0.85), specificity (0.82), sensitivity (0.88), and AUC (0.92)
values. Moreover, various of our models outperform methods
that use clinical variables as predictive factors.

D. Future directions

We want to explain and validate our model to understand
the disease’s crucial genes and biological processes. Moreover,
as COPD is a very heterogeneous disease, considering unsu-
pervised algorithms that could detect specific molecular COPD
subtypes, would be a valuable future approach.
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I. EXTENDED ABSTRACT

Cancer is the second most common cause of death world-
wide, and its incidence is increasing [1]. Some methodologies
have been developed to study cancer. For instance, PAM50, a
collection of 50 genes important for cancer characterization,
has helped categorize cancer subtypes [2]. However, the rapid
growth of sequenced biological data, or omics, has made
acquiring much larger amounts of genes possible. Still, the
number of samples available in studies tends to be low. This
combination of small sample size and high dimensionality,
known as the curse of dimensionality, renders significant data
analyses less efficient.

Hence, there are limitations to deep learning implemen-
tations on omics data generally and cancer data in particular
[3]. In the former, the curse of dimensionality has hindered
the application of deep learning, given its data-hungry nature.
In the latter, our current understanding of the impact of
molecular mechanisms of cancer progression challenges our
interpretation of the application of deep learning algorithms
to omics information [4]. In order to circumvent both of these
issues, we aim to learn a low-dimensional representation of the
real data, use this representation to augment the original data
with improved fidelity in reconstruction and obtain meaningful
insights on cancer progression along the way.

The Auto Encoder (AE) [5] is a deep learning technique
that reduces data dimensionality. In this study, we define and
use three types of Auto Encoders: vanilla Auto Encoder [5],
Variational Autoencoder (VAE) [6], and Conditional Varia-
tional Autoencoder (CVAE) [7]. We discuss how we can learn
from real cancer data, such as that provided by The Cancer
Genome Atlas (TCGA), reconstruct the original data, and
generate new data in silico, i.e., synthetic data.

A. Cancer Data

We obtain a breast invasive carcinoma (BRCA) dataset
from TCGA, preprocess it to remove low-variable and outlier
genes, yielding a dataset with 900 female patients and 8,954
genes. Besides, we have clinical information available; specif-
ically, we are interested in the patient stage at the time of data
collection. Four stages (I, II, III, or IV) categorize the tumor’s
invasive progression.

(a) Auto Encoder (AE)

(b) Variational Autoencoder (VAE)

(c) Conditional Variational Autoencoder (CVAE)

Fig. 1: Architectures of three different Autoencoders: (a) AE,
(b) VAE, and (c) CVAE. x represents the input transcriptomics
data, z is the latent space embedding of the input x, and
y represents the class variable or the patients’ stages. The
reparametrization trick in (b) and (c) yields a normalized
distribution N(µ, σ), where µ is the mean and σ the standard
deviation of the distribution, per latent space dimension. ϵ is
the difference between the real and reconstructed data.



(a) Gene expression distributions

(b) Wasserstein distance distributions

Fig. 2: Reconstruction of BRCA data. (a) Distribution of gene
expression and (b) respective Wasserstein distance distribution
between real and reconstructed gene expression profiles. Red
horizontal lines represent median of distributions. The Wasser-
stein distances medians in (b) for AE, VAE, and CVAE are
0.89, 1.02, and 0.83. The x-axis corresponds to each of the
independent models used in our experiments. Triple asterisks
show statistically significant differences in distributions.

B. Auto Encoders

AEs comprise three main elements: the decoder, the latent
space, and the decoder, as seen in Fig. 1. The encoder embeds
a representation of the input data x—our cancer data—into a
smaller subspace, the latent space, which the decoder morphs
back into the original dataset.

Due to the reduced dimensionality of the latent space, AEs
make classification tasks easier and faster and learn relevant
characteristics from the generated subspace. Depending on the
objective, a specific variation may be applied:

• Auto Encoder (AE): used when the task is reconstruct-
ing and denoising the input data. The latent space is
composed of coordinates representing the original data
in its respective low dimensions.

• Variational Autoencoder (VAE): relies on a Bayesian
probabilistic generative model, producing a probability
distribution landscape as the latent space instead of
simple coordinates.

• Conditional Variational Autoencoder (CVAE): semi-
supervised VAE with an additional input variable y and
an additional latent layer where we classify y with the
latent space variables. In our case, y are the different
stages of cancer.

C. Results

Fig. 2a compares the real and reconstructed gene ex-
pression for all patients and genes, and Fig. 2b shows the

corresponding Wasserstein distance distribution between each
model’s reconstructed gene expression and the real data. The
AE plot shows the most wide reconstruction profile shape. Due
to its non-stochastic nature, the AE can learn extreme values
which may not be representative, showing a larger range of
values. The CVAE shows a shorter range of values, but its
Wasserstein distance distribution is wider than the VAE, a
fact that may be due to a lack of separability between the
cancer stages used for classification. The VAE is an optimal
intermediate that keeps a similar mean expression across all
patients except those with more extreme gene expressions. This
behavior does not just guarantee acceptable reconstruction but
also allows for the generation of new synthetic patients while
keeping a similar expression to the real cases—i.e., we are
generating realistic synthetic patients.

D. Conclusion

We show that it is possible to reconstruct transcriptomic
cancer data with minimal loss while keeping enough stochas-
ticity to allow the generation of synthetic patients that are
similar, but not identical, to their real counterparts.
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I. EXTENDED ABSTRACT

The newborn mammalian heart has a remark-
able inherent regenerative capacity mediated by the
replication of pre-existing specific heart cells called
cardiomyocytes. However, this regenerative ability
diminishes shortly after birth[1], leaving the adult
mammalian heart with limited capacity for self-repair
following injury[2, 3].

Recent studies have seen that transcriptional fac-
tors Meis1 and Hoxb13 act cooperatively to induce
postnatal cell cycle arrest[4]. These same studies
suggest that pharmacological targeting of Meis1 and
Hoxb13 transcriptional activity could be a viable
strategy for heart regeneration.

Our collaborators performed structure-based drug
repurposing screening to identify FDA-approved
drugs that can inhibit Meis1 and Hoxb13 transcrip-
tional activity based on the published crystal structure
of the Meis1 and Hoxb13 DNA binding domains [5]
as seen in FIG. 1. They found that Paromomycin, and
Neomycin, could do it in a dose-dependent manner,
inducing a significant proliferation of neonatal car-
diomyocytes in vitro and in vivo.

Our work has been to understand why this hap-
pens, and what is the inhibition mechanism of these
two drugs by which the transcription activity (rep-
resented in FIG. 1) is halted. We formulated three
objectives: (1) identify binding energies involved in
the different protagonists in the trimer; (2) charac-
terize the binding mode of both ligands; and (3)
pinpoint the process by which these ligands block
the formation of the Meis1-Hoxb13-DNA trimer.

A. Results
1) Binding Energies: To understand the binding

mode of the ligands to the proteins, and check the
energy values associated, we began by performing
PELE[7] simulations for all the protein-ligand com-
binations.

Fig. 1. Original crystal structure extracted from PDB 5EGO of
the DNA methylation by the transcription factors Meis1 (blues)
and Hoxb13 (reds). Methylated nucleotides have been represented
with balls and sticks.

We have done a global exploration per ligand
and system. The first relevant result obtained is that
Neomycin reaches the lowest binding energies with
both monomers when compared to Paromomycin, as
seen in FIG. 2. Moreover, out of Meis1 and Hoxb13,
the lowest binding energies are reached with Meis1.

2) Binding mode characterization: Seeing the en-
ergetic results from the previous section, we focused
on the binding mode characterization, especially with
Meis1 and Neomycin since they gave the most signal
of interaction.

We checked the best binding energy poses of
all the simulations for all the protein-ligand com-
binations with PELE and searched for interactions
between them. Then we proceeded to perform four
MD simulations.

We did 1.5 µs simulations with the GROMACS[6]
software. We performed two simulations per protein,
either Meis1 or Hoxb13. One of the two simulations
began with the best-scoring isomer of the PELE
simulation located at the predicted binding region.



Fig. 2. Binding energy representation versus the total energy of
the system for all the combinations of the ligands (Neomycin and
Paromomycin) and the proteins (Meis1 and Hoxb13). The dot size
represents the time spent in the conformation represented by that
dot. ∆G indicates the difference between the lowest values of
binding energy between proteins.

The other simulation began with the same ligand but
at a distant place from the predicted binding zone.

What we have seen is a twofold result. The first
one is that the interactions are quite strong since,
beginning from the best PELE pose, the ligand stays
in the area for 1.2 µs as seen in FIG. 3. The other
major result is that there is a consensus between the
PELE and the GROMACS prediction in three key
residues highlighted in FIG. 3 with the lighter blue.
These would seem to play an important role in the
Neomycin binding.

3) Further work: We want to assess our col-
laborators’ hypothesis: Neomycin and Paromomycin
favour the formation of Meis1 dimer into a non-
natural position that prevents the monomers from
binding to DNA. PELE protein-protein and pyDock
simulations are being used to understand the natural
dimer formation. Afterwards, a study of the ligands’
effect on the dimer formation will be carried out.
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EXTENDED ABSTRACT

A. Introduction
Hybridisation, the interbreeding between different species

or populations, plays a significant role in species evolution by
influencing genetic diversity, adaptation, and speciation. This
process occurs when individuals from distinct lineages mate,
resulting in offspring with a combination of traits from both
parental populations. When the genomic characteristics of a
given species allow it, hybridization can also occur by
allopolyploidization, as often occurs with plants and fungi [1].

The genetic stress derived from these genomic
rearrangements cause an accelerated evolution and adaptation
to compensate and stabilise the hybrid genome. In some cases,
this stabilisation leads to the exchange of advantageous
genetic traits, facilitating adaptation to new environments or
ecological niches. This phenomenon, known as introgression
or loss of heterozygosity (LOH), can enhance the genetic
diversity of populations and promote their resilience to
environmental changes.

B. Objectives and scope
Hybridization has been widely observed in fungal

pathogens, from filamentous species such as Aspergillus
fumigatus [2] to yeasts such as Candida orthopsilosis [3]. The
prevalence of these hybrids in the clinical setting makes us
pose the hypothesis that hybridization events can result in an
increased fitness for infection, probably because of the
combination genes encoding virulence factors or traits related
to host specificity from both parentals. As a consequence,
hybrid fungal pathogens may exhibit enhanced pathogenicity,
broader host ranges, or increased resistance to antifungal
agents. Understanding the role of hybridization in fungal
pathogen evolution is essential for developing effective
strategies for disease management and mitigating the impact
of emerging fungal threats not only on human health, but also
in agriculture and natural ecosystems.

By studying hybridization across a broad spectrum of
fungal species, we expect to gain valuable insights into the
mechanisms underlying pathogen evolution and adaptation. A
comprehensive understanding of LOH patterns, genetic
exchanges, and the ecological factors driving hybridization
events can provide a foundation for predicting the emergence
of novel fungal pathogens and identifying potential hotspots
for disease outbreaks. Furthermore, comparative analyses of
hybrid fungal lineages can reveal common genetic signatures
associated with the mechanisms that allow these species to
tolerate the genomic stress that is generated after a
hybridisation event. This knowledge can also contribute to
understanding some broader questions related to reticular
evolution.

C. Materials and methods
Analysing hybridization using genomics and inspecting loss

of heterozygosity (LOH) events involves a multifaceted
approach that integrates high-throughput sequencing
techniques, bioinformatics tools, and population genetics
analyses. Our study will be based on publicly available data of
whole-genome sequencing experiments representing different
fungal clades suspected of hybridization. By measuring the
ploidy and heterozygosity levels of these species, we aim to
identify regions of the genome where genetic variation is
inherited from divergent parental lineages, indicative of
hybrid ancestry. Additionally, the detection of LOH events,
where heterozygous alleles are lost, can serve as a signature of
genome stabilisation and can inform about the processes
required for the successful generation of a new hybrid species.
We will rely on bioinformatics pipelines developed in our
group tailored for detecting LOH events [4]. This tool utilises
read-depth and mutation frequency information to pinpoint
genomic regions that have suffered LOH.

D. Preliminary results
So far, our analyses point to hybridization as a widespread

process in fungi, with a great number of independent
hybridisation events spread across multiple clades. We have
been able to identify hybrids that have undergone extensive
LOH, showing that they have been long established as
independent species and that they have evolved to stabilise
their genome after the hybridization event. Polyploidization
events have also been detected, showing the great flexibility
of fungal genomes to tolerate the multiple incompatibilities
and stresses that arise from these genomic rearrangements.
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I. EXTENDED ABSTRACT

This work describes a straightforward methodology to sim-
ulate full-custom pipelined microarchitectures using a discrete-
event simulation framework. We implement an out-of-order
pipeline using the object-oriented approach to have parametriz-
able models. The simulator can generate performance counting
of any traceable event and also includes a tracer to visualize
the execution behavior of each micro-operation in the pipeline.

A. Introduction

Designing and evaluating hardware always has the con-
straint of the necessary effort to obtain meaningful results. It
is not feasible to fabricate every idea into silicon and evaluate
them in real-time conditions. In this regard, computer archi-
tects rely on translating each idea into models with different
levels of abstraction, usually evaluated with simulations. The
close the model is to the actual physical implementation and
conditions, the more costly it is to iterate the design space
exploration.

Nowadays, we have very robust tools for modeling in
different abstraction levels, including trace-driven simulators,
discrete-event simulators, cycle-accurate simulators, and Reg-
ister Transfer Level simulators [1]. However, to start a design
exploration of a new semantic and paradigm of computer
architecture, starting with a complete system simulator, add a
massive overhead of complexity that may not be necessary. On
the other hand, starting modeling with a High-Level Language
(HLL) from scratch can be difficult due to a lack of control
flow mechanisms to implement a proposed design’s different
microarchitectural models.

Currently, programming can be very accessible due to
the last developments in HLLs and frameworks. We propose
using Salabim [2] simulator framework to evaluate different
microarchitectural implementations. Salabim is a package for
discrete event simulations in Python. It provides many objects
and methods to handle resource dependencies and states. We
propose to use Salabim as a High-Level abstraction simulation
tool. Aside from Salabim, we have access to the Python
language environment to implement diverse functionalities to
integrate into our simulator. Like trace events, performance
countering schemes, and system emulation functionality for
the parts we are not interested in modeling at the microarchi-
tectural level. This tool is suitable for educational purposes

to teach the basics of computer architecture in a completely
interactive way. Also, we want to keep improving it to use
this simulation methodology as a research tool to model new
paradigms in the computer architecture field.

B. Design flow

In order to implement a model in Salabim, we start with
some basic microarchitecture specifications, Figure 1. These
specifications include pipeline stages, load-store scheduling,
arithmetic scheduling, etcetera. Then, from these specifica-
tions, we should describe a model of the states of each
instruction across the pipeline. We use the model to implement
a Salabim concurrent process that models the states of each
instruction depending on the available resources and depen-
dencies, Figure 2.

We use the Object Oriented programming paradigm to
implement the required resources from the instruction. A
resource is a built-in function from Salabim that is in charge
of controlling the instructions flow. This way, we can obtain
accurate traces of the dependencies and stall events.

We use a Fetch-engine process to spawn each instruction
process. If the front-end resources are unavailable, the Fetch
process stalls until the resources are free.

Finally, we use Python structures such as dictionaries and
lists to model the memory caches, reorder buffers, and other
functional blocks.

Fetch Decode

Branch Predictor

Renaming Dispatch

Front-End

Allocation Issue Read
Registers

Execution Completition Commit

Back-End

8-cycles branch
misprediction

Allocation Load Store
Buffer

Memory
acces 1

Memory
access 2

Completition Commit

Write-back

Fig. 1. Out of order superscalar pipeline specification.

C. Evaluations

We have provided the simulator with different performance
counters and parametrized implementation of the functional
blocks, resources, and processes. We can do a very efficient
design space exploration using different parameters for the
microarchitecture model.



Instr FSM
This FSM models the process behavior of the
instr component.
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Fig. 2. Intruction states across the pipeline.

Another essential feature is the capability to trace events of
the changing states in each instruction. We use these traces to
verify the correctness of the program execution by comparing
them with a golden reference.

Finally, we have provided our simulator with a Konata
format [3] tracer generator. We use the Konata visualizer to
show the execution of the instructions concurrently and how
they interact in the pipeline stages. Figure 3 shows a dual
issue Out-of-order pipeline execution, and Figure 3 shows an
eight-issue Out-of-order trace.

Fig. 3. Konata trace for a dual-issue width.

Fig. 4. Konata trace for an eight-issue width.
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I. EXTENDED ABSTRACT

In a warming climate due to the increasing abundance of
greenhouse gases, it is important to acknowledge and study
other potentially competing climate drivers, such as Near Term
Climate Forcers (NTCFs). These are atmospheric species, such
as aerosols and tropospheric ozone, with atmospheric lifetimes
shorter than two decades. Special attention must be paid to
their effects on vulnerable systems such as the Arctic region,
particularly affected by the global temperature rise due to a
climate feature known as Arctic amplification [1].

The objective of this study is to isolate the effects of NTCFs
using Earth System Models (ESMs). These are advanced
computational tools that simulate the evolution in various
components of the climate system (e.g. atmosphere, ocean,
land surface, sea ice) and how they interact with each other. By
comparing two historical climate simulations—one represent-
ing past emissions (historical) and the other constraining the
emissions of NTCFs to pre-industrial levels (hist-piNTCF)—
we can determine the effects of these species on Arctic climate.

A. Aerosols effects on the Arctic

Our analyses indicate that among NTCFs, aerosols domi-
nate the response of Arctic climate. These ubiquitous species
directly alter the energy balance by scattering or absorbing so-
lar radiation, and indirectly acting as cloud condensation nuclei
(CCN). When aerosols contribute to the formation of clouds
they change their properties and modify local precipitation. At
the same time, clouds interact with radiation. Generally, clouds
reflect solar radiation having a cooling effect in the system.
However, in the case of the Arctic, a region characterised by
high albedo and several months of scarce solar insolation, low-
level clouds produce a greenhouse warming effect by trapping
the radiation from the surface [2].

Another indirect impact of aerosols is the modification of
Earth’s heat distribution by altering atmospheric circulation
and ocean heat transport [3]. All in all, we identify several
competing mechanisms through which aerosols can affect Arc-
tic climate, thus providing considerable motivation to further
investigation.

B. Results

Through the analysis of the mean surface air temperature
(tas) of a multi-model ensemble (Fig. 1), we find that for the

a) historical mean

b) (historical - hist-piNTCF)
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Fig. 1. Annual mean analysis of surface air temperature (tas) over the
period 1950-2014. (a) Climatology for the historical experiment and (b) mean
difference between historical and hist-piNTCF. The ensemble analysed is
comprised of 4 models (BCC-ESM1, MRI-ESM2-0, UKESM1-0-LL and EC-
Earth3-AerChem), with 3 simulations per model. Significant values in (b) are
determined by a paired sample t-test with a 95% confidence and shaded with
hatches.

period 1950-2014, the historical presence of NTCFs causes a
global cooling, with an amplified signal in the Arctic (Fig. 1b).
The most pronounced cooling is located over the Barents Sea,
an area that experiences important seasonal sea ice variations.
We attribute this cooling to the direct radiative effect of
aerosols since they are the only NTCFs considered in our study
with a negative radiative forcing.



a) BCC-ESM1 b) MRI-ESM2-0 c) UKESM1-0-LL
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Fig. 2. Mean sea ice concentration (siconc) in boreal autumn (September, October and November) during the period 1951-2014. The colors represent the
historical siconc and the contours the sea ice edge (siconc=15%) for the experiments historical (red) and hist-piNTCF (black). For each experiment and model
we consider the mean of 3 simulations but for BCC-ESM1 hist-piNTCF data, only available for 1 simulation.

Lower temperatures in the Arctic region impact sea ice
and vice versa. It is known that temperature changes in the
Arctic are intensified through a sea ice feedback [4]. This
positive feedback starts in the months of boreal summer when
solar radiation is maximum in the Arctic. In the case of a
temperature increase and a corresponding sea ice retreat, the
Arctic surface albedo decreases (the ocean surface is darker
and absorbs more radiation than the ice). During this period
the Arctic ocean absorbs more energy that is later released
into the atmosphere in the following seasons of autumn and
winter, hence amplifying the initial Arctic warming signal.
Analogously, a temperature decrease will also be amplified
by the sea ice increase.

In order to assess the impact of aerosols in this feed-
back, we analyse the sea ice concentration (siconc) difference
between experiments in boreal autumn (Fig. 2). Although
the affected regions vary slightly between the models, they
consistently show significant sea ice increase in the historical
presence of NTCFs (historical). In essence, all models display
an Arctic sea ice feedback which contributes to the intensifi-
cation of the Arctic cooling signal.

C. Conclusion

In conclusion, our study identifies aerosols as key drivers
of Arctic cooling, yet the presence of competing mechanisms
underscore the complexity of Arctic climate dynamics. In line
with this, we observe a positive feedback: the decrease in
temperature leads to increased sea ice cover, which, in turn,
further cools the system due to its higher reflectivity.

Overall, we aim to improve our understanding of the com-
plexities of Arctic climate and NTCFs, while also evaluating
and improving ESMs as key tools in climate research. As we
continue to deepen our knowledge, we will be better equipped
to confront the coming challenges posed by climate change.
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I. EXTENDED ABSTRACT

The escalating complexity of on-board applications re-
quires enhanced performance in space systems. Consequently,
the industry is transitioning towards advanced hardware and
software with increased capabilities. However, managing the
complexity of critical systems within this evolving landscape
poses significant challenges.

In response to these challenges, model-based approaches
are being introduced in the design of space systems. The
Horizon Europe project METASAT [1][2][3], funded by the
European Commission, aims to develop model-based design
approaches to effectively address the complexity associated
with programming advanced high-performance platforms, in-
cluding AI accelerators and GPUs.

Currently under development, the METASAT prototype
platform will play a crucial role as a low Technology Readiness
Level (TRL 3-4) demonstrator of a on-board computer of
unprecedended complexity. This platform mirrors a sophis-
ticated space system which can be used to showcase the
development and validation of model-based design methods
targeting multicores, GPUs and partitioned hypervisor based
systems, facilitating the management of complexity in future
space systems.

The METASAT hardware platform, prototyped on an Field-
Programmable Gate Array (FPGA) and relying on the RISC-V
Open standard Instruction Set Architecture (ISA), is designed
such that it can be a candidate for qualification and use
in future institutional missions, which cannot rely on high
performance COTS technologies. In particular, the platform
is targeted to be a mixed-criticality platform, allowing the
deployment of software of different criticality on the same
hardware. To this end, it takes advantage of virtualisation,
using the Xtratum XNG Hypervisor from Fentiss [4], which
is METASAT project partner.

A. Multi-Core Challenges

The METASAT platform CPU multi-core is a quad-core
system based on the NOEL-V processor. The NOEL-V is a
RISC-V space grade processor [5], developed by Frontgrade
Gaisler, which is available under a comercial license or a more
restricted GPL license. For the METASAT project, the GPL
release is used as it provides enough of the characteristics

required for the project needs. In particular, while the full
Level-2 cache (L2) is not provided in the open sourced release,
a lite design is available with limited characteristics. The first
version of the METASAT platform [3] was based on Grlib’s
latest available release at the project start (build 4280, 2022.4
GPL release).

However, while porting the hypervisor to it, we noticed an
issue with the L2-lite controller. When executing Symmetric
Multiprocessing (SMP) code under linux, random exceptions
appeared, likely due to errors in the cache coherence. Since the
L2 cache-lite version cannot be disabled by software, a design
without second-level cache was generated to verify that the
issue was in the cache system.

A different error surfaced when porting the Xtratum hyper-
visor to the METASAT platform. As a RISC-V conforming ar-
chitecture, NOEL-V supports some of the RISC-V extensions,
such as the H-extension which provides full-virtualization
features. This extension incorporates a set of virtual CSRs for
the Guest Operating System (OS).

In a correct execution the expected behaviour would be:

• The Guest OS is initialized with the Software Inter-
rupt enabled and no pending interrupts in Supervisor
Cause (scause) and Supervisor Interrupt Pending (sip)
registers.

• The hypervisor sets the software interrupt in the Hy-
pervisor Virtual-Interrupt-Pending (hvip) register by
setting the VSSIP bit.

• The Guest OS jumps to the interrupt vector and checks
in scause, (the SSIP bit is set in sip). The exception
code corresponding to Supervisor Software Interrupt
is 1.

• Then the interrupt is cleared and the execution con-
tinues.

However, in the current platform the scause register is set to
2, which corresponds to a RESERVED exception. Then, since
the cause is not identified to the Supervisor Software Interrupt,
the interrupt is not handled and the execution is stuck in a loop.

After contacting Gaisler, they confirmed this behaviour to
be a known bug of METASAT’s NOEL-V build, suggesting to
upgrade to the latest release, 2023.4 GPL - build 4288.

Despite the considerable evolution of the NOEL-V code
within a year of releases, the port of the SPARROW AI



accelerator [6] it’s been easy thanks to its lean and modular
design. This has been very important, since updating the
NOEL-V code was crucial, in order to fix critical bugs for
the project success.

B. GPU Update

The METASAT prototype was integrated with the first
release of Vortex [7][8], a RISC-V soft-GPU. The design is
completely open source and it targets PCI FPGA cards (i.e.
Interl Arria 10 and Xilinx Alveo) to work as an accelerator
in a desktop environment. For that reason the vanilla Vortex
driver takes advantage of the proprietary software libraries of
their FPGA vendors to communicate with the host CPU.

In the METASAT platform, however, this approach cannot
be followed as the soft RISC-V CPU is also implemented
within the FPGA as an embedded SoC. For the first platform
implementation [3], a memory-mapped AXI-lite subordinate
was configured to control the GPU. Then, Vortex, accessed the
memory bank through AXI4 when in execution. In this initial
design, both the GPU and the CPU were accessing the same
Dynamic Random Access Memory (DRAM) unit. In order to
manage the data, it was determined that the lower addresses
were in CPU address space while from address 0x60000000
to 0x80000000 corresponded to GPU address space.

This approach had obvious limitations. In particular, both
units were competing for memory access through an AXI-
interconnect. Furthermore, in a critical-environment device a
memory overflow from the CPU would violate the restrictions
on memory and could access GPU-only addresses. For this
reason, it was decided to move the GPU to access an different
DRAM bank. Meanwhile, a new release of Vortex was pub-
lished, which introduced bug-fixes and broader support. Since
the design was not finalised, it was then decided to upgrade
both the connection to memory and the Vortex version.

The new implementation of the GPU connection with the
CPU is again done through an AXI-lite interface. However, the
GPU controller has more features to mimic the default design
of Vortex. This includes polling for information on the device
configuration and status, writing the Device Configuration
Registers (DCR), writing and reading from the GPU memory
and starting the execution.

While many of this features are quality of service improve-
ments, the memory access feature is the approach taken for
transferring the data from the CPU to the GPU and vice-versa.
While the initial implementation for this mechanism follows
a naive approach, the CPU sends to the GPU controller the
address and data to write/read, it is simple enough to have a
functional design which is required for the METASAT project.
In later implementations this task will be delegated to a Direct
Memory Access (DMA) unit to handle the data transfers in
the background.

As a result of the upgrade, the METASAT hardware
platform has more than doubled its effective memory and has
a simplified memory access mechanism, less prone to errors
and more suitable for a critical-system.

C. Conclusions

The METASAT hardware platform provides a representa-
tive high-performance prototype for on-board processing eval-

uation of model-based applications. During the development
process some critical errors have been encountered which
forced the upgrade of the system to more recent releases. At
the same time, the requirement to change part of the design,
motivated the update of the GPU to provide a more robust
implementation. While some additional work is required, up-
grading the METASAT platform has been proven to be a
simple procedure which can be used to fix critical bugs. At
the end of the METASAT project the full platform will be
released open source[9].
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EXTENDED ABSTRACT

A. Introduction
Age-associated decline in immune function, known as

immunosenescence, predisposes individuals to infection,
autoimmune disorders, and cancer1. Immune function decline
manifests as chronic low-grade inflammation (inflammaging)2
and impaired responsiveness to stimuli3. Single-cell RNA
sequencing (scRNA-seq) is a powerful tool to uncover the
cellular and molecular dynamics of immunosenescence among
immune cell populations4.

However, studying immune cell type dynamics and cell
state changes during human aging requires extremely large
sample sizes. Here, we leverage a scRNA-seq dataset of 982
individuals encompassing over 1 million human peripheral
blood mononuclear cells (PBMCs)5 to systematically
investigate the effect of aging on the human circulating
immune system.

B. Materials and Methods
Data generation

scRNA-seq data was generated previously in 5, and
sequenced using 10x Genomics sequencing. The data was
pre-processed and quantified using CellRanger6, followed by
cell type annotation performed with Azimuth7.

Differential expression analysis
Single-cell gene expression was collapsed per cell type and

donor to generate pseudobulk estimates for performing
differential expression analysis (DE). We employed dreamlet8,
which utilizes a linear mixed model to obtain transcriptional
expression changes with age while correcting for sex and
batch effects.

Cellular compositional analysis
To model changes in cellular proportions, we applied

cellular compositional data analysis (cellular CoDA). This
approach transforms the relative cellular proportions using a
centered log-ratio (CLR) method. The transformed
proportions are then modeled with age using a linear mixed
model while correcting for covariates including sex, donor,
and batch.

C. Results
Dual aging trajectory across immune cell populations

Differential expression (DE) analysis with age reveals
opposite expression patterns across distinct immune cell
populations. Specifically, CD8+ T naive and B memory cells
exhibited the largest number of down-regulated genes, while
Natural Killer (NK) cells and CD8+T effector memory cells
(CD8+ TEM) showed the largest number of up-regulated
genes with age. This opposing pattern led us to identify a
group of cell types, including CD8+ T Naive, CD4+ T Naive,

MAIT and B cells, showing a coordinated down-regulation of
both inflammatory response and translation-related processes
with age. Conversely, the remaining cell types, which include
all CD4+ T cell types, CD8+ T Memory and CD8+Treg cells,
monocytes and NK cells, have the same pathways
up-regulated including inflammation and translation
processes. When looking at genes DE in multiple cell types,
we confirm that the discordant directionality pattern in the
pathways is driven by the same genes that are up-regulated in
one group of cell types and down in the other. These cell-type
opposite responses go beyond lineage or functional
classifications, highlighting a heterogeneity in aging
trajectories within the immune cell repertoire.

Fig. 1. Gene expression changes in human circulating immune
cells in aging. a. Left. total number of cells analyzed per cell type.
Right. Number of age-DEGs up or down-regulated per cell type.
Asterisk indicates a significant bias towards up or down-regulation
B. Heatmap of the relative fold-change (log2FC) of highly shared
DEGs (DE > 6 cell types).

Cell population dynamics and gene expression during aging
are interconnected

Next, we performed differential cell type composition
analysis with age and observed a strong consistency between
changes in cellular proportions and gene expression patterns
(Fig. 2A). Specifically, cell types with significant
down-regulated genes, such as CD8+ T Naive and B memory,
decreased in proportion. Conversely, cell types with
substantial age-related up-regulation, including NK and CD8+
TEM, showed a corresponding increase in their proportions.
This underscores the intrinsic link between cell population
dynamics and gene expression during aging.

1
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Fig 2. Changes in cellular proportions with age

Sexual-dimorphism in immune system aging
Finally, we carried out a sex-stratified differential

expression analysis with age. This revealed sex-specific
patterns within certain immune cell populations (Fig. 3A).
Specifically, CD8+ TEM in females displayed up-regulated
gene expression. Conversely, B memory cells in males
showed down-regulation of numerous genes. These findings
suggest that sex might be a primary driver of the previously
observed age-associated gene expression changes. Finally, we
find that up-regulated gene signatures in cell types with
pro-inflammatory phenotypes (e.g. NK, CD8+ TEM, CD4+
CTL) are enriched for autoimmune disease exclusively in
elderly females (Fig. 3B-C). These results elucidate the crucial
role of sex in immune system aging, highlighting the need to
include a sex perspective in immunity studies.

Fig. 3. Sex-stratified expression changes with age. A. Number of
age-differentially expressed genes in males (red) and females (blue).
B. Enrichment of female-specific up-regulated age-DEGs using
Disgenet database C. Enrichment of male-specific up-regulated
age-DEGs using Disgenet database

D. Conclusions
Overall, our study unveils a dual aging trajectory across

immune cell types coupled with joint responses in gene
expression and cell type composition and provides

unprecedented insights into the cellular and molecular
dynamics underlying immunosenescence.
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I. EXTENDED ABSTRACT

Processing-in-memory (PIM) emerges as a promising so-
lution to alleviate the data movement bottleneck resulting
from the restricted bandwidth between host central processing
units (CPUs) and main memory. Unlike conventional DRAM
memories, PIM involves the integration of a small processor
adjacent to the memory banks. The fundamental concept is
to preprocess data within the memory prior to transmitting it
through the memory hierarchy, thereby maximizing memory
bandwidth utilization. Consequently, PIM aims to mitigate the
bottleneck associated with memory transactions between the
CPU and Memory.

Numerous research efforts have been undertaken in this
domain. However, due to the recent availability of most of
these technologies, much of the work conducted on Processing-
in-Memory (PIM) systems relies on customized concepts val-
idated through simulations [1]. Regrettably, simulating real-
world conditions is inherently challenging and may result in
inaccurate outcomes.

One of the algorithms that can take advantage of PIM
technologies is sorting. Sorting algorithms are crucial for or-
ganizing data efficiently, enabling faster retrieval and analysis
in various applications. For example, in database management
systems, accelerating sorting algorithms can lead to faster
retrieval of query results. Accelerating sorting algorithms,
such as Quicksort or Radix Sort, using Processing-In-Memory
(PIM) technologies like UPMEM [2], holds significant po-
tential for enhancing performance. By integrating processing
cores directly into memory banks, PIM reduces data movement
between the processor and memory, minimizing latency and
improving overall efficiency. This streamlined approach to
data processing can lead to faster sorting times and im-
proved system performance, making it an attractive option for
applications requiring rapid data manipulation and analysis,
such as database management, financial trading, and scientific
computing.

In this study, we design and analyze two Processing-In-
Memory sorting algorithms optimized specifically for UP-
MEM, which is presently the first publicly available commod-
ity PIM-enabled technology.

A. UPMEM architecture

The architecture of UPMEM features a groundbreaking
integration of conventional DRAM technology with general-
purpose processing cores, known as DRAM Processing Units
(DPUs). These DPUs are embedded directly within the mem-
ory banks, facilitating seamless data processing and com-
putation in proximity to the stored data. Leveraging this
novel arrangement, UPMEM optimizes memory access and
computation, thereby alleviating the traditional bottleneck be-
tween memory and processing units. Each UPMEM DIMM is
equipped with either 8 or 16 PIM chips, and each PIM chip
houses 8 DPUs [3].

B. Analysis of existing sorting algorithms

This section analyzes the profiling results of quicksort and
radix, with a specific focus on the memory impact. While the
quicksort algorithm is categorized as a comparative sort, radix
is classified as a non-comparative sort.

Quicksort is a sorting algorithm based on the Divide and
Conquer algorithm. It selects an element as a pivot and divides
the input array into subarrays in a process named partitioning.
Once the pivot is selected, all the elements less than the pivot
are moved to the left, and the greater elements to the right.
Then, the left and right sides are both sorted recursively. Each
subarray picks a pivot and is divided into subarrays, and so on
until the array is sorted.

Fig. 1. Profile of the quicksort algorithm.

Figure 1 shows the results of profiling the quicksort running
on an Intel Xeon E3-1240 CPU. We make the next obser-
vations: First, the execution time of Bad Speculation is high
(12.2%) due the high amount of branch mispredictions. The



main reason lies on the partitioning step. As each element is
compared with the pivot (carefully selected), the probability of
being smaller the pivot is 50%, thereby, branches derived of
this comparison are impossible to predict. Second, quick sort
relies on the core execution and memory. We observed a high
percentage in time execution in the core and the memory. The
reason is that every time there is a branch miss prediction, the
pipeline execution has to be flushed, then, the high amount of
speculative execution and branch misprediction causes extra
stress to the core and to the front end, this can be seen in the
metrics Core Bound and Front End.

Radix sort is a non-comparative numerical sort with a
complexity of O(k · n) where the value k depends on the
number of passes of the algorithm. Radix treats keys as multi-
digit numbers, with each digit being an integer value. For
example, a 40-bit integer can be treated as a 5-digit number.

Figure 2 shows the results of profiling the radix algorithm.
Our evaluation shows that Radix reduces the Bad Speculation
from 12.2% in quick sort to 2.1%. This is because radix
is a non-comparative algorithm, thus, reducing the stress in
the branch predictor. Radix increases the memory demand by
18.6%. As Radix iterates multiple times over the input dataset,
the memory operations increased significantly compared to
quicksort featuring higher memory misses.

Fig. 2. Profile of the radix algorithm.

C. Methodology

We evaluate two sorting algorithms, quicksort, and radix,
using UPMEM technology, the first PIM system to be commer-
cially available in real hardware. As input dataset we employed
3.6 million integer elements for the 1 DPU analysis and 251
million integer elements for the 256, 512, and 1024 DPU
analyses. For the CPU performance comparison, we utilized
the Intel Xeon E3-1240, the only compatible CPU for hosting
UPMEM technology.

D. Results and conclusion

In this study, we present the results of a performance com-
parison between implementations of two sorting algorithms us-
ing UPMEM. In Figure 3, we depict the performance results of
quicksort and radix using 1, 2, 4, 8, and 16 tasklets (th) within
one DPU. A tasklet is the name given by UPMEM to refer to a
thread. The results are normalized to the performance of radix
with 1 tasklet. In Figure 4, we display the performance results
of quicksort and radix using 16 tasklets across 256, 512, and

Fig. 3. Performance comparison of quicksort and radix using 1,2,4,8 and 16
tasklets(th).

Fig. 4. Performance comparison of quicksort and radix using 16 tasklets(th)
and 256, 512 and 1024 DPUs.

1024 DPUs. The results are normalized to the performance
of radix using 16 tasklets and 256 DPUs. Upon analysis,
we observed that despite radix encountering larger memory
issues, quicksort exhibited superior performance when utilizing
PIM technology. This is attributed to quicksort demonstrating
superior parallel workload division, effectively leveraging the
parallelism of UPMEM through the DPUs.
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I. EXTENDED ABSTRACT

A Digital Twin is virtual copy or representation of a
physical object, and given the same input, both should produce
the same output. There should be a data flow between both
objects that will keep updated both objects, reflecting changes
in one of them into the other.

In the paper [1], it is said that some ideas about Digital
Twins have been around since the early 2000s and that the
first usage of this terminology dates back to 2003 by Grieves.
This topic has gained popularity in recent years, reaching a
considerable presence in the literature. Despite the widespread
use of this terminology in recent years, it presents a need for
more standardization. In particular, there is a lack of common
architectures and techniques for developing Digital Twin sys-
tems. This increases the difficulty of using this technology, as
it ends in very specific implementations for each use case.

The thesis this work belongs to starts by providing a
general definition that gathers all the essential requirements
for the Digital Twin term. Then, a methodology for designing
and developing Digital Twins will be proposed and applied to
real use cases. In this work, we present a general architecture
for generating the workflow that trains the models used by the
Digital Twin.

A. Standard Definition

There are publications that make a bibliographic review
of the term Digital Twin, compare the different definitions
used along the literature and generate their own proposal for
the definition. Some of these publications are [1], [2] and
[3]. In the publications, the authors consider a wide range
of articles, noticing that there are a lot of systems with
different requirements and specifications, all catalogued as
Digital Twins.

In the literature, there are two terms in addition to the
Digital Twin term that are commonly confused and treated as
Digital Twin. The definition of Digital twin is: it is a system
that has a digital representation of the physical object and it
has a digital flow between both objects reflecting changes one
of the copies to the other and keeping both objects in the
same state. The two terms that are interchangeably with the
term Digital Twin are: Digital Model and Digital Shadow. The
difference between the three terms lies on the data flow, in the

Digital Model there is no data flow and there is only data flow
from the physical to the digital object in the Digital Shadow.

B. Life-Cycle

In the methodology proposed in the thesis, Digital Twin
systems are considered to have a life-cycle. We assume that
the life-cycle of the Digital Twin can be divided into four
clearly separated phases: training, deployment, operation and
continuous learning.

The training phase is the first step of the life-cycle, where
the models that represent the behaviour of the physical object
are created. Following, in the deployment phase, the models
generated and the workflows for the operation are deployed
on the corresponding computing infrastructure. The training
may also be performed on this infrastructure, despite being
considered a previous step. Then, the operation phase is the
main component of the life-cycle. In the operation phase, the
Digital Twin does its job; it makes predictions, changes, and
acts on the physical object using the digital object and, at the
same time, keeps both versions of the object in the same state.
Finally, since these systems usually work with a continuous
stream of data it is required a continuous learning phase or
a retraining. When working with continuous streams, new
patterns and/or classes tend to appear in the data, which leads
to a loss of the performance of the models.

The continuous learning phase is triggered from the op-
eration step when a loss in the performance of the model is
detected. In this phase the models used in the Digital Twin are
updated with the new data or they can also be retrained from
scratch, generating models that work correctly on the new data.

In this thesis we plan to propose a general architecture
for all the steps of this life-cycle as well as a deployment
system to ease the deployment of these systems. The general
architecture will reflect all the necessary objects and steps to
correctly execute the different phases. The objects that make
up the architecture are going to have a clear defined purpose as
well as a clearly defined API for their usage. At this moment,
we proposed the architecture of the training phase which is
presented in the following section.
C. Architecture Proposal for the Training phase

Figure 1 shows our proposal for the architecture of the
training phase. This architecture reflects all the objects and
steps that compose the workflow of the training phase. The
output of this phase is a model that represents the behaviour
of the object. The model can represent the general behaviour



Fig. 1. Architecture proposal for training phase workflows

of the object or it can represent only one of the aspects of the
object, for example its endurance.

In order to obtain an accurate representation of the physical
object, it may be needed to generate several models that
measure different aspects of the object. Each Digital Twin
system may need more than a model, which also leads to
having more than an unique training workflow.

For each of the components shown on the Figure 1, an API
is going to be provided. This API will clearly define the inputs
and outputs for each of the objects, generalizing the behaviour
of the components across different workflows. An object called
Digital Twin that will make usage of the different components
and execute the whole workflow by just calling the function.

The functionality provided by the different objects will be
implemented in Python. To make an efficient usage of the
available resources and efficiently distributing the execution,
the components will be developed on top of PyCOMPSs[4]. a
task-based programming model aiming to simplify the devel-
opment of parallel and distributed applications. By using these
components, the user will be able to generate a distributed
workflow with just writing a simple Python script. The user
will be completely agnostic from the application parallelism.

D. Experimental Environment

The evaluation of the architecture presented on this work
has been evaluated in the MareNostrum 4 supercomputer
(MN4). This supercomputer is made up of 3456 nodes, each
node has two Intel®Xeon Platinum 8160 with 24 cores at 2.1
GHz each, leading to a total of 48 cores per node and 96 GB
of main memory. Its peak performance is 11.15 Petaflops.
E. Results

This proposed architecture has been used in a real use
case, the CAELESTIS project [5]. In the Table I are shown
the Logical Lines of Code (LLOC) required to generate the
training workflow in two cases. The first case is generating
the code from scratch, without making usage of the proposed
architecture. In the second case we measured the code of
the main script that the user requires to develop using the
proposed architecture and the DT object. The number of LLOC

TABLE I. CODE MEASURES.

Code case LLOC CC main Max. CC Min. CC

From scratch 491 3 8 1
Using DT object 24 1 1 1

to develop by the user is reduced at the same time than the
Cyclomatic Complexity (CC).

F. Future work

The thesis this work belongs to is going to be focused in the
developing of an architecture for the rest of the phases of the
life-cycle of the Digital Twins. From the work done during the
PhD thesis it is expected to make about 4 publications. These
publications will be about the different phases and their usage
in real use-cases.
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I. EXTENDED ABSTRACT

Life expectancy has increased from 66.8 years in 2000
to 73.4 years in 2019, according to the World Health Or-
ganization. This extended lifespan entails that people live
longer in the old age stage. Aging is a degenerative and
multifactorial process characterized by a progressive decline
in cellular functions and morphological changes in virtually
all organs [1].

Today, the estimations show that women may spend 40%
of their lives post-menopause [2]. Consequently, the health
and body changes derived from menopause are even more
relevant nowadays, yet they haven’t been thoroughly char-
acterized. Some research on aging has shown that there
are several molecular mechanisms causing senescence in the
ovary, uterus, and vagina. These are advanced-glycation end-
products (AGEs), DNA damage, mitochondrial and protein
dysfunction, proinflammatory cytokines, oxidative stress, and
telomere shortening [3]. These molecular alterations in turn
cause morphological changes in the tissues mentioned above.

Given the abundant, but not interconnected, research ev-
idence on changes in female tissue aging, we argue that a
systemic approach to understanding the transformation of the
female body with menopause is missing, and aim to look at the
histological and transcriptomic changes on coupled samples.

Until now, tissue changes have been detected with different
imaging approaches and doctors leveraged them to confirm
their diagnosis. However, for some years now, Computer-
Aided Diagnosis (CAD), which uses machine learning methods
to analyze imaging and/or non-imaging patient data, helps
clinicians in their diagnosis. Above all, this has improved
cancer diagnosis [4].

However, apart from cancer diagnosis, histo(pathological)
image processing constitutes a potent tool for detecting tissue
features that will then be employed to feed traditional classi-
fiers such as support vector machines (SVMs), or deep-learning
approaches [5], [6], [7]. In particular, Convolutional Neural
Networks (CNN) are the preferred option in deep learning
for computer vision and pattern recognition tasks in images,
since they extract relevant features from the input data without
needing to manually design them [8]

Together with visual features, a complete scene could be
drawn if linked to gene expression. [9] used RNAseq data to
elucidate gene expression differences between tissues consider-
ing several demographic traits such as age, BMI, ancestry, and
sex. The association between tissue features extracted by image
processing or deep-learning algorithms and gene expression
patterns allows a better understanding of tissue development,
providing relevant insights into the molecular pathways that
regulate tissue change [10].

There exist different databases containing paired samples
of medical images and gene expression that allow studying
both data modalities together. However, the attention has been
focused on cancer, for example, creating The Cancer Genome
Atlas (TCGA) [11]. For non-tumoral tissues, much less in-
formation is available, and the Genome-Tissue Expression
(GTEx) constitutes the best source [12]. The GTEx provides an
extensive and well-curated collection of gene expression and
histological samples, obtained from deceased human donors of
different ages and ancestries.

The purpose of this work is to study the changes in the
ovary, uterus, vagina and female breast with age, leveraging
data from GTEx. Through the integration of gene expression
data and histological images, we seek to link changes in gene
expression caused by age with structural tissue changes. Our
approach takes advantage of both machine and deep learning
algorithms to improve the knowledge of aging in female tissues
and help in the understanding of age-related diseases.

A. Experimental environment

We used RNAseq and histological data of 4 female tissues
-uterus, ovary, vagina, and breast- of ages from 20 to 70. After
a thorough data processing, filtering misannotated images, we
classified the images into three age groups: age group 1 (20-
39 y.o.), age group 2 (40-59 y.o.) and age group 3 (60-79
y.o.). Using PyHIST [13] software, we extracted tiles from
the images, keeping only those containing tissue. Then, we
separated an external validation set and trained and fine-tuned
both SVM and CNN models with age group 1 and age group 3
as classes, to distinguish pre-menopause from post-menopause
images in each of the tissues. On the one hand, SVM models,
we extracted the Haralick features from the tiles and fed the
SVM with them. On the other, for the CNNs we used the
VGG19 model [14] pre-trained on the ImageNet dataset [15].



Fig. 1. Number of differentially expressed genes (DEGs) obtained with
chronological and histological age in uterus, ovary, vagina, and breast

Fig. 2. Image classifier probability of belonging to Group 1 (young, pre-
menopausal) across chronological age per tissue

For interpretability, we assessed the Haralick features that
drove the classification in the case of the SVM models,
whereas, for the CNN models, we leveraged the Linear Inter-
pretability Model-Agnostic Explanations (LIME) [16] software
to explain how the classification was accomplished. For each
tissue, the model with the best metrics was selected and used
to predict the age group 2 and, therefore, obtain a continuum
of probabilities for all the donors in each tissue.

These probabilities are what we call histological age. We
then performed a Differential Expression Analysis (DEA) us-
ing GTEx RNAseq gene expression data using this histological
age as our trait of interest, as well as certain covariates
(HardyScale, ischemic time, RNA integrity number, cohort,
sequencing quality control metrics, and reads mapping with
exons). Next, we accomplished a functional enrichment with
the genes we found differentially expressed with histological
age, to see which pathways were enriched in our gene sets.

B. Results

The deep evaluation of the models obtained led to a
selection of 4 models, one per tissue, with accuracies of 0.95,
0.95, 0.84, and 0.72, for the uterus, ovary, vagina, and breast,
respectively, based on the external validation set. With these
models, we predicted the middle age group (age group 2), and
the obtained probabilities were used in DEA as histological
age instead of chronological age.

For the uterus and vagina, the histological age allowed
the discovery of more genes compared to the number of
differentially expressed genes with age, but not for the ovary
and breast (Fig. 1). In the case of the ovary, this is maybe due
to the gradual change that this tissue suffers with time, whereas
the uterus and vagina experience more drastic changes when
menopause arrives, as shown in Fig. 2.

The functional enrichment of these genes unveils certain
biological processes related to menopause that were not dis-
covered when using chronological age, such as osteoporosis,
and cardiovascular and muscle decline. Interestingly, it has
been reported that vaginal epithelium thins with age and we
found pathways related to this process in our approach that
were not discovered with age alone. To investigate this further,
we developed a CellProfiler [17] pipeline to identify and
measure the epithelial layer on vagina images and confirmed
the thinning of epithelium following the menopausal transition.

Our research helps us understand how women’s bodies
change as they age and go through menopause. This knowledge
is essential for the development of personalized treatments that
take into account age- and menopause-stage-related factors.
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EXTENDED ABSTRACT
Polypharmacological  drugs  are  molecules  capable  of

simultaneously affecting multiple targets. In the field of drug
design,  generative  AI  can  be  employed  to  train  models  on
extensive  chemical  databases,  enabling  the  generation  of
unseen  molecules  with  specific  properties.  The  presented
project  aims  to  leverage  the  multiobjective  capability  of  a
generative  model  (GM)  workflow  to  design  molecules  with
affinity  towards  multiple  targets,  thereby  seeking  to  design
polypharmacological  drugs.  Specifically,  we  will  utilize  the
vast  data  collected  during  the  COVID-19 pandemic  and  the
relatively  straightforward  nature  of  viruses,  to  design
polypharmacological  inhibitors with activity against the main
protease  (Mpro)  of  SARS-CoV-2,  SARS-CoV,  and  MERS-
CoV. Using this approach, the newly designed compounds will
serve  as  a  starting  point  to  fight  against  new  SARS-CoV-2
variants and new virulent coronavirus species.

A. Introduction
Polypharmacology  aims  to  design  molecules  capable  of

simultaneously  interacting  with  multiple  targets,  providing
several advantages over traditional single-target molecules [1].
For instance, a molecule capable of affecting multiple targets
could prove more effective in addressing complex diseases like
cancer, given its cumulative efficacy across several individual
targets  [2].  However,  these  multitarget  molecules  present
challenges stemming from their inherent promiscuity, including
the necessity to prevent binding to antitargets, which could lead
to off-target adverse effects. 

Within  Drug  Discovery,  Generative  models  (GM)  are
trained  with  extensive  databases  of  chemical  structures  and
their  properties  to  learn  patterns  and  relationships  between
them. Following this training, these models are able to generate
new  molecules  with  specific  properties,  such  as  enhanced
efficacy  toward  a  particular  target  [3].  Consequently,  GM
offers  an  innovative  methodology  for  de  novo  drug  design,
facilitating  the  exploration  of  a  much  broader  space  of
molecules  than  traditional  screenings.  However,  GM  raises
several  problems,  including  the  synthesizability  and
druggability of the newly generated molecules [4].

Stand-alone  ML  implementations  might  fall  short  when
designing target-specific drugs due to the applicability domain
problem, which restricts the generation of valuable hits beyond
the  molecular  training  space.  To  overcome  this  limitation,
solutions based on active learning have been proposed. For this
purpose,  Molecular  Modeling  (MM) techniques  are  an  ideal
partner for ML implementations.  [5].

B. Results and Workflow
In  this  study,  we  modified  our  in-house  GM  workflow,

which includes a  central  VAE and two active learning steps
focused  on  generating  target-specific  molecules  [6]  into  a

multi-target  GM  workflow.  Fig.1  describes  this  multi-target
GM workflow, employed for  generating novel  pan-inhibitors
targeting SARS-CoV-2, SARS-CoV, and MERS-CoV Mpro.

The workflow starts by introducing a general training set of
molecular  SMILES into a  VAE to  teach  it  how to generate
feasible chemical molecules.Then, the VAE is refined with the
molecular  SMILES  from  the  initial-specific  training  set
consisting  of  molecules  with  known  or  predicted  affinity
towards the target protein. By doing so, the VAE starts learning
how to generate molecules with affinity towards the target. To
do  so,  we  utilized  an  initial  pool  of  known  inhibitors  with
known experimental  affinity to the three targets as a specific
set. We decided to conduct two parallel workflows with distinct
specific  training  sets:  (1)  a  full  specific  set,  including  477
molecules,  and  (2)  a  selective  specific  set,  including  237
molecules, the ones with the highest affinity towards the three
targets (according to an initial docking study).

Fig. 1  Multi-target GM workflow. Starting from the top, the workflow begins
with the  input  data  provided by the  two training  sets  (general  and specific
towards the targets),  followed by the generation of new molecules  with the
VAE. Then, it proceeds through two levels of active learning (inner and outer
loops) and culminates in the final  selection of candidate inhibitors.  SARS2,
SARS, and MERS refer to the Mpro of SARS-CoV-2, SARS-CoV, and MERS-
CoV as targets, respectively.



Preliminary results seem to point towards the direction that
the  general  performance  of  the  model  using  the  selective
specific set instead of the full specific set would yield candidate
inhibitors with highest affinity to the Mpro of the three targets
of study, thereby resulting in pan-inhibitor candidates with high
efficiency and reduced promiscuity. This result can be due to
the selectivity inherent in the composition of the initial specific
set. However, further analysis should be performed in the form
of replicas to validate these observations.
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I. EXTENDED ABSTRACT

This study evaluates the Active Compute Memory (ACM)
architecture [1] for vector classification, diverging from its
original use while maintaining its microarchitecture. Con-
ducted in collaboration with La Salle Barcelona University for
a final thesis, we combined analytical modeling and hardware
simulation to validate our findings. We found that ACM excels
in speed and achieves up to 95% accuracy in tasks with 2-3
classes. However, accuracy drops below 50% for tasks with
more classes, indicating a need for further optimization for
complex classifications. These results reveal a trade-off be-
tween speed and accuracy, showcasing ACM’s potential as an
alternative to traditional CPU-based methods for data-intensive
tasks, and contributing to computer architecture advancements
with practical implications for real-world applications.

A. Enhancing ACM with Vector Classification

Introduced by BSC, the ACM architecture innovates in-
memory computing by efficiently sorting key-value pairs
within DRAM [1]. This system, integrating Data-RAM, Sort-
RAM (with KeyTable, MetaTable, and Control Logic), sig-
nificantly surpasses traditional CPU-based methods in both
performance and energy efficiency.

a) ACM’s Original Functionality and Limitations:
Initially, ACM was crafted for sorting, allowing data retrieval
by sorted keys via indirect addressing through KeyTable (KT)
and MetaTable (MT) manipulation. However, its basic classifi-
cation algorithm—categorizing data by labels—struggles with
the complexity and variety of contemporary datasets that often
feature unlabeled, multidimensional data.

• Methodological Shift: The move towards vector clas-
sification entails a transition from processing elements
with explicit labels to classifying multidimensional
vectors against expected class vectors.

• Implementation Considerations: The vector classifica-
tion process within ACM leverages the existing archi-
tecture, repurposing the MT to store expected vectors
for each class and utilizing the Control Logic and Bots
for dynamic vector comparison and classification. This
method effectively transforms the ACM from a sorting
device into a powerful classification tool.
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Fig. 1. Adaptation of ACM architecture for vector classification.

b) Exploration of Advanced Classification Algorithms:
The ACM’s reliance on exact match comparisons was chal-
lenged by its limitations in handling complex, multidimen-
sional data. To address this, a study explored alternative
algorithms to improve accuracy. The Absolute Difference per
Element Algorithm stood out, assessing the absolute difference
between input vectors and expected class vectors against a set
threshold, typically 0.75, for a more nuanced classification.
This approach demonstrated superior flexibility and accuracy
over other algorithms, confirmed by tests on diverse datasets
like MNIST [2], Breast Cancer Wisconsin [3], Iris [4], Ti-
tanic [5], and Wine [6] and replicating the ACM’s behaviour
in CPU to run them.

c) Hardware Considerations for Implementation: Im-
plementing the Absolute Difference per Element Algorithm
within the ACM architecture required minimal additional hard-
ware overhead. The proposed design utilizes comparators and
multiplexers to compute absolute differences, with BOT units
performing subtraction operations.
B. Experimental Environment

The evaluation of ACM Vector Classification within this
study adopts an Analytical Model approach, this strategy is
essential for delving into the performance characteristics and
efficiency of the ACM algorithms, providing a detailed exami-
nation in the absence of the actual hardware. The move towards
an Analytical Model stems from the necessity to simulate



and assess algorithmic behaviors and potential optimizations
realistically, circumventing the limitations inherent in purely
theoretical computational complexity analyses.

To bridge the gap between theoretical analysis and tan-
gible hardware evaluation, we enhanced the publicly available
ZSim [7] and DRAMSim3 [8] simulators. These enhancements
are tailored to accommodate the specific requirements of ACM
evaluation, enabling practical benchmarks and performance
validation of the ACM architecture. The utilization of the ZSim
simulator, in particular, has been crucial for corroborating the
findings of the Analytical Model, ensuring that the ACM’s con-
ceptual design does not introduce computational bottlenecks.
C. Results

The ACM architecture’s exploration in classification tasks
across different datasets required custom processing for each,
accommodating up to 120 elements per vector within class
and dimension constraints. Through CPU emulation, variances
in ACM’s performance were observed, particularly on the
MNIST dataset where accuracy ranged from about 10% to
19%, significantly below state-of-the-art (SOTA) methods,
underscoring the algorithm’s limitations and the impact of
datasets with high zero-value prevalence.

Execution speeds were notably quick, mostly under 0.2 sec-
onds, except for larger datasets like MNIST. This demonstrates
ACM’s fast processing but highlights a trade-off with accu-
racy. When compared to conventional CPU-based approaches,
the ACM showed reduced execution times with about 80%
accuracy in simpler scenarios (2-3 classes) but saw a decrease
to below 50% in more complex classifications, indicating a
pressing need for algorithmic improvement and optimization to
enhance its classification performance across a broader range
of applications.
D. Conclusion

This study elucidates the potential and challenges of em-
ploying ACM for vector classification tasks. While the ACM
exhibits exceptional speed, particularly in simpler classification
scenarios with fewer output classes, the accuracy in more
complex applications necessitates improvement. The findings
from real-world dataset applications reveal a critical trade-off
between execution speed and classification accuracy. Moving
forward, enhancing the ACM’s algorithmic framework to better

accommodate a broader spectrum of classification tasks with-
out compromising on speed or accuracy remains a pivotal area
of research.
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